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Letter of Transmittal

December 1, 1989
My Dear Mr. President: |

In accordance with Sec. 4(j)(1) of the National Science Foundation Act of 1950, as
amended, it is my honor to transmit to you, and through you to the Congress, the ninth
in the series of biennial Science Indicators reports—Science & Engineering Indicators—1989.

These reports are designed to provide a broad base of quantitative information about
U.S. science and engineering research and education and U.S. technology in a global
context to be used by public and private policymakers in their decisions about these
activities.

The data and analyses in this volume are especially important as our Nation seeks to
define its priorities and programs in this era of rapid global economic, political, and social
change. The key role of science and technology in achieving our national objectives is
recognized by Government and industry, and is reflected in their support of this function.

This report follows its predecessors in providing basic information on U.S. and foreign:

® Research and development efforts, support, and performance;

¢ School science and mathematics education;

¢ Higher education for science and engineering;

* The science and engineering workforce;

e Technological innovation and high-technology trade; and

® Public science literacy and attitudes toward science and technology.

New features in this volume include materials on high school course-taking in science
and mathematics, state support for R&D, “modeling” the science and engineering labor
market, comparisons of U.S. and Japanese patenting in the United States, a ““global”
approach to analysis of data on production and trade in high-tech goods, and com-
parisons of U.S. and British public attitudes toward science and technology.

I join my colleagues on the National Science Board in expressing the hope that this
report will be useful to your Administration, the Congress, and those concerned with
formulating and analyzing science and technology policy.

Respectfully yours,

Mary LVGood
Chairman, National Science Board

The Honorable

The President of the United States
The White House

Washington, D.C. 20500
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Introduction

This volume is the ninth in the biennial Science Indicators
series (and the second entitled Science & Engineering In-
dicators) initiated by the National Science Board (NSB) in
1972. The series provides a broad base of quantitative
information about the structure and function of U.S.
science and technology (S&T) and comparisons with other
advanced industrial countries. It is designed to both in-
form national policymakers who allocate resources to
these activities and serve as an information resource to the
S&T community at large.

The Basic Question of Science and Technology Policy

In this era of rapid global change, the Nation’s key S&T
policy concern is to identify the kinds, levels, and em-
phases of the national effort in science and engineering
research and development (R&D) and education in order
to:

® Produce sustained advances across a broad front in
the understanding of natural and social phenomena
(basic research);

* Foster vigorous inventive activity to produce continu-
ing technological progress (applied research and de-
velopment);

® Combine understanding and invention in the form of
socially useful and cost-effective products, processes,
and services (innovation); and

® Ensure an adequate supply of highly trained and
talented scientists and engineers to meet the Nation’s
needs.

Creating Science and Technology Indicators

The science, engineering, and technology system is less
easy to measure than other major functional areas of our
society such as health, agriculture, or the economy. This is
due in good part to the nature of its primary output—
knowledge and ideas. People create, communicate, and
carry ideas; dollars support people. We can and do track
people and dollars. But we still are unsophisticated in our
attempts to measure either science as a body of ideas or its
connections with the social and economic order. Thus, our
indicators remain—for now—Ilargely measures of aspects
of science and engineering as sets of activities, rather than
as particular bodies of knowledge.

The elements of the science, engineering, and technol-
ogy system in the U.S. can be specified as:

® The human resources, including working scientists and
engineers and their technical support and technical
managers and entrepreneurs;

¢ The various organizational settings for conducting
R&D and technical education;

® The substantive findings, research methods, and theories
embodied—in large part—in science and engineering
literatures;

® The physical infrastructure, including research and
teaching facilities and instrumentation with the most
advanced capabilities; :

® The necessary financial support for all of these ele-
ments; and

® A cultural, economic, and legal context that is supportive
of these efforts.

While easy to specify in principle, describing each ele-
ment and subelement in the system involves many prob-
lematic research issues. For example, what operational
definitions should be used for counting scientists and
engineers? Should it be their formal degrees? Their past
work experience? Their current work activity? And, if all
three, in what combination? In what sense do the data on
U.S. patents awarded reflect rates of technical innovation?
Does the dramatic increase in coauthorship of scientific
publications reflect real change in the conduct of research?

Even more difficult are the problems of tracking and
analyzing the interactions among these imperfectly mea-
sured elements—the dynamics of the system.

Continuing investigation into these questions is a sine
qua non of improved indicators, and the National Science
Foundation (NSF) does provide modest funds for extra-
mural studies in this area. (See the Science Indicators
Group Program Announcement, available upon request.)
Descriptions of NSF-supported projects currently under
way are available in Project Summaries: FY 1987 (NSF 87-
315).

About half of the quantitative information in this vol-
ume is generated by the national surveys and studies
conducted on a continuing basis by NSF’s Division of
Science Resources Studies (SRS). The Division’s Publica-
tions List: 1978-1988 (NSF 88-335) details these studies; it
also explains how to obtain detailed statistical tables from
the various surveys (on computer diskettes), and data sets
from the SRS Electronic Bulletin Board. Additionally, the
Publications List references extramural publications deriv-
ing from SRS-supported studies. For further information,
call (202) 634-4634.

This volume also contains considerable information ob-
tained from outside NSF. The original sources are noted
throughout the text and tables. In the case of analyses
specially commissioned for this volume, the Science In-
dicators Group staff can provide further information. Call
(202) 634-4682.

What Is New in This Volume?

Following the extensive structural changes in Science &
Engineering Indicators—1987, the approach in the present




volume has been to consolidate and refine those changes.
However, a number of new features are also incorporated.

* A major new study of high school transcripts is an-
alyzed in the precollege education chapter (chapter 1).

® For the first time, data about colleges and universities
are broken out by the Carnegie categories of institu-
tions in the chapter on higher education (chapter 2).

® Anew “stock-flow”” model for analyzing the dynam-
ics of the science and engineering labor market is
presented in the chapter on the workforce (chapter 3).

¢ The chapter on financial support for R&D includes a
new section on state support for R&D (chapter 4).

® A new treatment of industrial support of academic
R&D is included in the chapter on academic R&D, as
is new bibliometric information on the growth of
coauthorships of scientific papers (chapter 5).

* New comparisons of patterns of Japanese and U.S.
patenting in the U.S. are presented in the chapter on
industrial R&D (chapter 6).

¢ Thetitle of the international chapter has been changed
to ““The Global Markets for U.S. Technology,” reflect-
ing a new approach to the area which includes U.S.
internal markets for high-tech goods as an integral
part of the analysis (chapter 7).

® The move toward international comparative mater-
ials on public attitudes towards science and technol-

xii

ogy, initiated in the 1987 Indicators, is continued in the
present volume with comparative data froma parallel
British survey (chapter 8).

Additionally, we have incorporated several new presen-
tation techniques for enhanced readability and reader ac-
cessibility. These include ““sidebar’’ stories accompanying
the main text, changed Highlights formats, chapter-spe-
cific tables of contents, and a list of acronyms (appendix
IID).

Organizational Responsibilities

This volume is a collaborative effort, as can be seen in
the acknowledgments below and in appendix II. The over-
all responsibility for the report derives from the statutory
charge to the National Science Board [Sec. 4(j}1) of the
National Science Foundation Act of 1950, as amended]. A
special committee of NSB members provided oversight
and guidance to the staff of the Science Indicators Group
of the Special Analytical Studies Section of the Division of
Science Resources Studies, who worked exclusively on the
report and related research. Other members of SRS, as well
as staff from other NSF Directorates, aided in manuscript
preparation. Numerous external expert reviewers and
users helped to shape and sharpen the indicators. Overall
staff responsibility for the report was assumed by NSF's
Directorate for Scientific, Technological, and International
Affairs.



Acknowledgments

The National Science Board extends its appreciation to the following members of the
National Science Foundation (NSF) who provided primary assistance in the preparation
of this report.

Organizational responsibility was assigned to the Directorate for Scientific, Tech-
nological, and International Affairs (STIA):

Richard J. Green, Assistant Director (to 12-15-88)
Richard R. Ries, Acting Assistant Director (to 9-1-89)
F. Karl Willenbrock, Assistant Director (from 9-1-89)

The draft manuscript was produced in the Division of Science Resources Studies (SRS)
under the guidance of:

William L. Stewart, Director
Leonard L. Lederman, Head, Special Analytical Studies Section
Carlos E. Kruytbosch, Director, Science Indicators Group

The manuscript was written by the following NSF staff.

SRS Science Indicators Group:
Lawrence Burton—Chapters 2 and 4, contribution to 5
Donald E. Buzzelli—Chapter 8 and part of 6
Barbara B. Mandula—Chapter 5
Lawrence M. Rausch—Chapter 7 and part of 6

SRS Employment Studies Group:
R. Keith Wilkinson—Chapter 3

Directorate for Science and Engineering Education:
Richard M. Berry—Chapter 1

The production process was directed by Lawrence M. Rausch; primary statistical
support was provided by Theodosia (Dottie) Jacobs of SRS; secretarial services were
provided by the members of the SRS Administrative Support Group under the direction
of Joanne Streeter. Valuable guidance in editorial and production matters was provided
by Nita Congress and Patricia Hughes.

The Board is also grateful to the special contributors to and reviewers of Science &
Engineering Indicators—1989, all of whom are listed in appendix IL




Overview

of
U.S. Science and Technology

CONTENTS
SYNOPSIS . . vttt ettt e e 2
U.S. R&D INVESTMENTS IN A WORLD CONTEXT . ............ 3
HUMANRESOURCES . . . ... e 4
International Comparisons . . . . ............... .. 4
Private Sector Employment of U.S. Scientists and Engineers . . ... .. 6
WomeninS/E .. .. ... ... . 7
Precollege Science and Mathematics Education . . .. ........... 7
HigherEducation . ............. ... ... ........ ... 10
KNOWLEDGE CREATION AND APPLICATION . .............. 11
RESEARCH AND DEVELOPMENT . .. .................... 12
SCIENCE AND TECHNOLOGY IN THE MARKETPLACE ... ...... 13
U.S. High-Technology Performance in Global Markets . ... ...... 13
Science and Technology inU.S. Industry . . . . ............... 13

PUBLIC SCIENCE LITERACY AND ATTITUDES TOWARD SCIENCE AND
TECHNOLOGY . . . .ot e e e e e e et e e e e e 16




Overview of U.S. Science and Technology

SYNOPSIS

The decade-long (1975-85) uninterrupted expansion of
support for U.S. science and technology (S&T) has leveled
off in recent years (1985-89). With some important excep-
tions, most indicators of U.S. S&T show significant slow-
downs and downturns. For example:

® Growth rates have slowed in both research and de-
velopment (R&D) funding and science and engineer-
ing (S/E) personnel.

® While the U.S. still spends more on R&D than the next
four industrialized countries combined, some inter-
natjonal competitors (e.g., Japan and West Germany)
have drawn ahead of the U.S. in terms of R&D expen-

ditures as a percentage of gross national product
(GNP).

® In several areas, U.S. producers of high-tech goods
have lost significant global market shares.

¢ National and international indicators of U.S. school
mathematics and science performance show little im-
provement, despite continuing major reform efforts.

® U.S. university and college freshmen show a down-
ward trend in their choice of undergraduate majors in
some S/E fields. Although undergraduate S/E de-
grees awarded have remained at about 30 percent of
allbachelor’s degrees awarded for the past 3 years, the
freshman shift away from S/E majors portends re-
duced S/E degrees in coming years.

® Increases in graduate S/E enroliments (in doctorate-
granting universities) slowed from an average annual
rate of 2 percent from 1980 to 1987 to a 1-percent
increase from 1987 to 1988.

¢ Foreign students continued to increase (and U.S. citi-
zens to decrease) their share of graduate S/E enroll-
ments and S/E Ph.D. degrees granted by U.S. univer-
sities in all broad S/E fields except psychology.

® One area of continuing growth (albeit at a slightly
slower rate than that of the past decade) is support for
basic research and R&D in universities and colleges.
This support has no doubt assisted the U.S. in main-
taining its share of world scientific and technical liter-
ature.

Support for U.S. R&D continues to grow in constant-dol-

lar terms, but at a much slower rate than has been the case
for the previous decade and a half. Although total R&D
expenditures grew at an annual rate of almost 6 percent
from 1975 to 1985, the rate of growth for 1986 to 1989 is
estimated at about 2 percent per annum.

The slower pace of U.S. R&D growth in recent years is
also reflected in a U.S. lag of 3 consecutive years behind
Japanese and West German R&D expenditures as a per-
centage of GNP.

The recent slowdown in funding growth is most dra-
matic for the development and applied research com-
ponents of R&D (1-percent estimated annual growth rate
from 1986 to 1989); basic research expenditures slowed
only slightly to an estimated annual growth rate of 3
percent (in constant dollars). These trends are largely due
to two sets of policy decisions. First, Federal S&T policy
has moved toward reducing the rate of increase in defense
R&D spending and toward maintaining growth in basic
research and academic R&D. And in the industrial sector,
corporate R&D decisionmakers have slowed their rate of
growth in company funding of R&D.

While the U.S. continues to be the world’s foremost
supplier of high-tech products, its lead is shrinking. The
U.S. share of global markets for high-tech goods, which
declined during the 1970s and then recovered in the first
half of the 1980s, showed renewed weakness in the latest
period measured (1985-86). During this period, U.S. pro-
ducers lost both domestic and foreign market shares.
However, the U.S. trade balance in high-tech goods
showed a slight upturn back into a positive balance in
1987; this followed a 7-year period of decline and a first-
ever deficit in 1986. In terms of innovation, U.S. patent
applications and awards—both indicators of a country’s
S&T innovation—have increased in the recent period, but
not as rapidly as foreign patenting in the United States.

Since measurements began in 1957, the U.S. public has
exhibited strong positive beliefs about the beneficial con-
tributions of science and technology to society. Data from
a 1988 survey of public attitudes toward S&T showed a
reaffirmation of public confidence in the societal benefits
of S&T. Previously, such confidence had wavered some-
what, as detected in two surveys conducted after the Na-
tional Aeronautics and Space Administration space shut-
tle accident in January of 1986 and the Chernobyl nuclear
plant accident the following May.



U.S.R&D INVESTMENTS IN A WORLD CONTEXT

In the world context, the United States spends more on
R&D than the next four largest countries—Japan, West
Germany, France, and the United Kingdom-—combined.
Over the past decade, the U.S. has more or less maintained
its share of the combined R&D budgets of the five coun-
tries: 56 percent in 1975 versus 54 percent in 1986. This
share was significantly reduced from the 68-percent share
the U.S. enjoyed in 1966. (See figure O-1.)

Despite the differences in total expenditures, in 1987, the
major noncommunist industrialized countries each in-
vested approximately the same percentage of their GNPs
in R&D. (See figure O-2.) Both Japan and West Germany
have now exceeded the U.S. on this indicator for 3 years
(1985-87).

Figure O-1. ; ,
R&D expenditures, by country: 1961-87
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The nature of R&D investments has an important bear-
ing on their economic contributions. If only nondefense
R&D is considered, Japan and West Germany have been
ahead of the U.S. for nearly two decades; additionally,
their rate of civilian R&D investment as a percentage of

Figure O-2.
R&D expenditures as a percentage of GNP, by
country
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GNP has been rising faster than that of the U.S. since 1981.
(See figure O-3.) U.S. investment in nondefense R&D as a
percentage of GNP has declined for at least 2 years.

The overall rate of increase of U.S. R&D expenditures
has slowed considerably in recent years. While total na-
tional expenditures for R&D grew at an annual rate of
almost 6 percent from 1975 to 1985 (in constant dollars),
the rate of growth for the most recent period (1986-89) is
estimated at only about 2 percent annually. The rapid rate
of increase of development funding in the early 1980s has
shrunk to an estimated annual rate of less than 1 percent
in 1989. On the other hand, funding for basic research has
continued to grow at only slightly less than its 1975-85 rate.
(See figure O-4 and appendix table 4-5.)




Changing growth rates in U.S. R&D expenditures are
also evident in figure O-5, which displays defense and
nondefense R&D by character of work. The massive in-
crease in defense development expenditures from 1980 to
1985 was reduced to a very small growth rate by 1989. In
civilian R&D, basic research maintained a significant
growth rate in both periods, while civilian applied re-
search and development expenditures remained approx-
imately constant from 1986 to 1989 after suffering large
cuts between 1980 and 1985.

Figure O-3.
Nondefense R&D as a percentage of GNP, by
selected country: 1977-87
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Figure O-4.
U.S. R&D expenditures, by character of work: 1960-89
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HUMAN RESOURCES
International Comparisons

Recent years (1984-86) have seen a slowing in the rate of
growth of U.S. scientists and engineers engaged in R&D
per 10,000 workers in the labor force. After two decades of
rapid growth, Japan has now caught up with—and, in fact,
slightly exceeds—the U.S. on this indicator. Japan has 67
researchers per 10,000, compared with 66 for the United
States. France and West Germany continue to increase at
about the same rate as the U.S., while in the United King-
dom, the growth of researchers in the labor force has
remained flat since 1981. (See figure O-6.)



Figure O-5. : '
- Relative changes in Federal obligations for defense and nondefense R&D, by character of work
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Figure O-6.
Scientists and engineers engaged in R&D per 10,000
labor force, by country
(Per 10,000 labor force)
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Private Sector Employment of U.S. Scientists
and Engineers

Between 1977 and 1988, S/E employment in the private
sector expanded at more than twice the rate of total em-
ployment.

This trend encompassed major changes in the occupa-
tional and industrial mix of S/E employment. For ex-
ample, S/E employment in services-producing industries
grew 103 percent over the period, compared to a 38-per-
cent growthin total services employment. (See figure O-8.)
S/E employment growth in the goods-producing sector
stemmed from an increased share of a declining total in
manufacturing jobs.

The expansion of the services-producing industries has
been a key factor in the extraordinarily rapid growth of
computer specialists between 1980 and 1988. (See figure
09.)

Figure O-8.

Figure O-7.
First university degrees, by field and country: 1986
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Index of S/E and total employment growth in private industry, by sector of employment: 1977-88
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Figure O-9.
Change in employment of scientists and engineers
in S/E jobs, by field: 1980-88
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Women in S/E

Women scientists and engineers represented about 13
percent of the S/E workforce in 1986, up from 11 percent
in 1980. (See figure O-10.) By field, women accounted for
a much larger share of employment among scientists than
among engineers—26 percent versus 4 percent. Between
1980 and 1986, women experienced small percentage
losses in the mathematics and environmental sciences, but
achieved sizeable gains in the physical and life sciences.
Small percentage gains were made in all engineering sub-
fields.

Precollege Science and Mathematics Education

U.S. school children continue to perform below the lev-
els obtained by their age groups in other countries on
science and mathematics achievement tests. In a 1988 in-
ternational mathematics and science assessment of 13-
year-olds in five countries and several Canadian provin-
ces, U.S. children scored lowest of all the populations in
mathematics and below the mean in science. (See figure
O-11.)

Figure O-10.
Women as a percentage of scientists and engineers
employed in S/E jobs, by field: 1980 and 1986
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Figure O-11.
Average scores in science and mathematics achievement tests for age 13, by selected countries: 1988
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Figure O-12.
National trends in average science achievement:
1970-86
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Figure O-13.
National trends in average mathematics
achievement: 1973-86
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There are signs, however, that the two-decade-long de-
cline in mathematics and science achievement test scores
of U.S. children may be turning around. Slight improve-
ments in science and mathematics achievement trends
were detected in the 1986/87 National Assessment of Ed-
ucational Progress studies. (See figures O-12 and O-13.)
Trends for 9-, 13-, and 17-year-olds across five national
assessments in science since 1970, and four in mathematics
since 1973, reveal a pattern of initial declines followed by
subsequent recovery in all three age groups. In mathe-
matics, 9- and 13-year-olds scored slightly higher in 1986
than in 1973. Scores for 17-year-old students, however,
showed small declines. In science, the recent improve-
ments have not yet brought scores up to their 1969 levels
in any age group.

Figure O-14.
Freshman plans: 1982 and 1987
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Higher Education

The interest of U.S. university and college freshmep in Elg:giegfl);r?follment in S/E graduate programs:
computing and engineering majors continues to decline. 1980-88
(See tigure O-14.) However, a small increase in interest in
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Text table O-1. U.S. share of world scientific and , ¢ Figure O-17.
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Figure O-18.
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U.S.inventors are increasing their numbers of successful
patentapplications in the U.S., but foreigners are acquiring
U.S. patents at a significantly faster rate than are U.S.
applicants. From application date 1970 to 1983, the annual
number of U.S. patents granted to U.S. inventors fell from
about 46,000 to 34,000, but has risen to about 45,000 in 1988.
(See appendix table 6-6.) However, the proportion
awarded to foreigners of all successful patent applications
rose from 30 percent in 1970 to nearly half (48.5 percent) in
1987. Japanese inventors were by far the most active in
increasing their U.S. patenting. (See figure O-18.)

RESEARCH AND DEVELOPMENT

The relative magnitudes of the various R&D-perform-
ing sectors in the U.S. have stayed fairly constant over the
decades, with some slight fluctuations. Industry has per-
formed around three-quarters of all R&D, Federal labor-
atories and academic institutions around 10 percent each,
and other entities around 5 percent. (See appendix table
4-2.) The very rapid growth of R&D in industry and gov-
ernment during the early 1980s has been replaced by
growth rates of less than 2 percent in the late 1980s. Only
the academic sector shows a higher rate of R&D growth in
the late 1980s than in the earlier part of the decade. (See
figure O-19.)

Figure O-20.
Source of academic R&D funding, by sector: 1969-89
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The continuing growth of academic R&D is being
achieved (in some measure) with increasing support from
non-Federal sources. (See figure O-20.) Institutional and
industrial sources of support show a slow—but consis-
tent—pattern of increased R&D funding over the past two
decades, with quickening support in the 1980s. All fields
of academic R&D have shared in this growth, but to dif-
fering degrees. (See figure O-21.) The most rapid rate of
expansion of academic R&D expenditures has taken place
in computer science, engineering, and the mathematical
sciences, but the medical and biological sciences continue
to lead in absolute expenditures.



Figure O-21.
Academic R&D expenditures, by field: 1976-87
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SCIENCE AND TECHNOLOGY IN
THE MARKETPLACE

U.S. High-Technology Performance in Global Markets

From 1970 to 1986, U.S. producers of high-tech goods
decreased their share of global markets for such goods
from about 50 percent to 40 percent. (See figure O-22.)
However, almost all of this loss was due to a reduced share
of domestic U.S. markets for high-tech goods. The share of
world non-U.S. markets for U.S. high-technology produ-
cers actually increased slightly during the period.

Figure O-22.
U.S. share of high-tech markets
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See appendix table 7-8 and pp. 150-54.
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U.S. producers of high-tech goods export about three
times the percentage of their total shipments as compared
with producers of non-high-tech manufactured products.
(See figure O-23.) There has been little change over the past
decade in the areas of high-technology where U.S. pro-
ducers are most active in exporting. Aircraft and parts and
office and computing machines remain the most export-
intensive industries, and drugs and medicines, plastic ma-
terials and synthetics, and guided missiles and spacecraft
the least.

Science and Technology in U.S. Industry

Thelatest estimates of U.S. industrial R&D activity show
a flattening rate of increase of R&D expenditures after
1985. The previous decade (1975-85) saw continuous
growth of industrial R&D from both corporate and Federal
sources. (See figure O-24.) There was virtually no real
growth in Federal funds for industrial R&D from 1985 to
1986. Company funds for R&D have continued to grow,




Figure O-23.

Exports of high-tech products as a percentage of shipments: 1986
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See appendix table 7-9 and p. 153.

but at a much slower rate than during the decade before
1985.

During the 1975-85 decade, high-tech industries exhibi-
ted the bulk of the rapid growth in corporate R&D. Es-
timates for 1986 (the latest year for which industrial R&D
data are available by industry) show a downturn in R&D
expenditures (in constant 1982 dollars) in the high-tech
manufacturing industries. (See figure O-25.) This trend
may be slightly exaggerated—as may be the opposite up-
ward trend in R&D expenditures among “‘other manufac-
turing industries”’—by changes in the classification of cer-
tain major companies. But the principal finding of a
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slowdown in R&D expenditures among high-tech man-
ufacturing companies is not in dispute.

Through 1987, industry continued to increase its sup-
port of R&D in universities. (See figure O-20.) In that year,
industry supplied a record high of 6.4 percent of total
academic R&D funds. The continuing interest of corpora-
tions in university research is also reflected in the in-
creased rate at which industrial and academic scientists
and engineers collaborate in authoring scientific papers.
(See figure O-26.) The percentage of all industrially au-
thored papers which are coauthored with academic re-
searchers almost doubled between 1976 and 1986 (15 per-
cent and 28 percent, respectively).
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Figure O-26.

Proportion of industry articles coauthored with
academic sector, by field: 1976 and 1986
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PUBLIC ATTITUDES TOWARD SCIENCE
AND TECHNOLOGY

Over the decades, the U.S. public has held a remarkably
stable and optimistic view of the contributions of science
to society. This stability persists even in the face of major
technological accidents. Figure O-27 shows the changes in
U.S. public opinion as reflected in surveys before and after
the Challenger and Chernobyl accidents.

A fall 1985 survey showed the traditional finding that
about three-quarters of the U.S. public believe that, on
balance, the benefits of scientific research outweigh the
harms to society. In addition, as in previous surveys, those
who believe that the benefits “strongly’” outweigh the
harms outnumber those who believe that the benefits
“only slightly”” outweigh the harms by a margin of two to
one.

Figure O-27.
Beliefs about beneficial versus harmful effects of
scientific research: 1985-88
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“Would you say that, on balance, the benefits of scientific research have
outweighed the harmful results, or have the harmful results been greater
than the benefits?” “Would you say that the balance has been strongly in
favor of beneficial results, or only slightly?”

Note: The same persons were interviewed in the 1985 and 1986 surveys.
See appendix table 8-17 and p. 176.
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Two weeks after the Challenger accident on January 28,
1986, the individuals in the November 1985 survey sample
were resurveyed. While the overall percentage acknow-
ledging that the benefits of scientific research outweigh the
harms remained about the same, there was a complete
reversal of the percentages holding this view strongly or
only slightly. This reversal was maintained when the same
sample was questioned a third time in June 1986, after the
Rogers Commission had completed its report on the Chal-
lenger accident, but also 6 weeks after a second major
technological accident had occurred at the Chernobyl nu-
clear power plant. The results of the three surveys sug-
gested that these technological disasters may have sig-
nificantly eroded the strongly positive attitudes toward
scientific research long held by the U.S. public.

However, a new national sample surveyed 2 years later
in July 1988 showed that public attitudes had reverted to
their pre-Challenger accident configuration—including
both the overall positive assessment as well as the original
pattern of the strength of the convictions.

Newly developed internationally coordinated surveys
of public attitudes toward S&T are beginning to yield
interesting national variations in public perceptions of and
knowledge about S&T. Recent national samples of public
opinion in the U.S,, Britain, Japan, and the European Com-
munity (EC) show surprisingly similar patterns of knowl-
edge and ignorance on scientific questions—with one ma-
jor exception. (See figure O-28.) The British and the EC
score a little better than do Americans on the question of
the simultaneous existence of humans and dinosaurs; the
U.S. and the EC score a little better than Britain on whether
the earth moves around the sun. Large majorities in all
three countries and the EC give the correct answer on
continental drift.

On the issue of the evolution of the human species,
however, the U.S. public differs markedly from the other
samples. Less than half of the U.S. respondents agreed
with the statement about evolution, as compared with 75
percent to 80 percent of the British and Japanese and 62
percent of the EC respondents. The U.S. pattern reflects a
history of political and legal controversy on questions of
biological evolution rooted in strongly held cultural or
religious beliefs.



| |

Figure O-28.
Public knowledge on selected scientific questions, by country
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Notes: The U.S. and British data are from surveys conducted in the fall of 1988; the Japanese data are from a survey conducted in the winter of 1985; the European
Community (EC) data are from surveys conducted in the 12 EC countries in the spring of 1989, For the precise question wordings, see the appendix tables cited.
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Precollege Science and Mathematics Education

HIGHLIGHTS

Student Achievement

Following a wave of school reforms in the early 1980s, test
scores on national science achievement tests have shown slight
increases during the 1980s. Achievement trends for 9-, 13-,
and 17-year-old students from 1970 to 1986 show a
pattern of initial declines followed by subsequent up-
turns for the three age groups. However, the recent
improvements did not offset earlier decreases in test
scores, and student scores in 1986 remained below 1970
levels for the three age groups. (See p. 22.)

Mathematics achievement showed a similar pattern, with
students attaining slightly higher scores on national achieve-
ment tests in 1986 than in 1978. While 9- and 13-year-olds
scored slightly higher in 1986 than in 1973, scores for
17-year-olds were slightly lower. (See p. 24.)

In both science and mathematics, the largest increases in test
scores occurred among the ethnic/racial groups that had per-
formed comparatively poorly in earlier assessments. For ex-
ample, 9- and 13-year-old blacks and Hispanics showed
larger gains in science test scores than did whites be-
tween 1977 and 1986, and the same findings applied to
mathematics scores for 9-, 13-, and 17-year-olds between
1978 and 1986. (See pp. 22,25.)

Despite these recent improvements, average black and His-
panic students were still far behind white students in achieve-
ment scoresin 1986.In 1986, the average 17-year-old black
or Hispanic student performed at the same level as the
average 13-year-old white student in the science and
math achievement tests; the average 13-year-old black
or Hispanicstudent performed at the average 9-year-old
white student level in science. (See pp. 22,25.)

In an international mathematics and science assessment of
13-year-olds conducted in five countries and four Canadian
provinces in 1988, ULS. students scored lowest among the 12
populations in mathematics and fourth lowest in science.
South Korean students demonstrated the highest over-
all mathematics achievement, and British Columbian
and South Korean students had the highest science
scores. (See pp. 27-28.)

In another international science assessment, students at the
5th, 9th, and 12th grade levels in the U.S. performed poorly
compared with their counterparts in other countries. For
example, among students taking a particular science
course in their final year of high school, of the 13 coun-
tries tested, U.S. students placed last in biology, 11th in
chemistry, and 9th in physics. (See pp. 28-29.)

Student Coursework

Largely as a result of school reform movements, the average
number of courses U.S. high school students take in science,
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mathematics, foreign languages, and computer science has
increased proportionally more than it has in other academic
subjects. Students took an average of one semester more
of mathematics in 1987 than in 1982, and enrollments in
advanced mathematics classes were up by about a third.
Course-taking in science was also up, with the percent-
age of high school students taking a course in biology
increasing from 75 percent in 1982 to 90 percent in 1987;
increases also occurred in the percentages of students
taking chemistry (from 31 percent to 45 percent) and
physics (from 14 percent to 20 percent). (See p. 32.)

In the international science survey conducted in 1988, U.S.
students spent less time on regularly scheduled hands-on
activities than did any of the other 12 populations in the
assessment. While U.S. teachers believe that hands-on
activity is the most effective method for teaching sci-
ence, 38 percent of elementary school teachers reported
that they use classrooms with no science materials or
facilities, and less than half of secondary school teachers
said they had access to a general-purpose science
laboratory. (See pp. 34-36.)

The amount of time spent teaching science and mathematics
in elementary school remained the same between 1977 and
1986. In grades 4-6, science teaching averaged about 30
minutes per day, and mathematics teaching about 50
minutes per day. (See pp. 34-35.)

Teachers and Teaching

® A 1986 study of the courses that science and mathematics

teachers took in college showed that a substantial proportion
failed to meet recommended standards for teacher preparation.
Only 34 percent of elementary school teachers who
teach science met all of the standards of the National
Science Teachers Association (NSTA). An even smaller
percentage (22 percent) of grades 7-9 teachers of science
met the full standards. At the high school level, 29
percent of biology teachers, 31 percent of chemistry
teachers, and 12 percent of physics teachers met all of
the NSTA standards. In mathematics, 18 percent of ele-
mentary school teachers met all of the National Council
of Teachers of Mathematics’ recommended standards,
while only 14 percent of grades 7-9 teachers, and 15
percent of grades 10-12 teachers, met these standards.
(See pp. 37-39.)

Among high school math teachers, 29 percent had taken no
college math courses in the previous 10 years; the comparable
figure for science teachers was 25 percent. In a national
survey conducted in 1986, teachers of science and math-
ematics said that they typically had spent less than 6
hours in professional development in these subjects
during the prior 12 months. (See p. 39.)




A well-educated and trained workforce is essential to
maintaining the Nation’s domestic progress and world
competitiveness, as well as individual progress and pros-
perity. Nationally, investment in education is one of the
important sources of productivity and earnings. For ex-
ample, recent studies indicate that, in the postwar period,
increases in human capital have contributed 10 percent to
20 percent of real economic growth and a similar percent-
age of the gains in economic productivity. From an in-
dividual standpoint, workers with more schooling not
only have higher earnings but also safer, more comfortable
working conditions and lower rates of unemployment. For
example, the unemployment rate for workers with fewer
than 4 years of high school is double that of workers who
completed 4 years of high school.!

The education system can be thought of as a “’pipeline”
through which students pass, increasing their educational
level. Through elementary school and much of secondary
school, nearly all students are part of this pipeline. But, as
students make decisions about higher education, the pipe-
line diminishes in size. Particularly important is the period
from 6th to 12th grade, when individual students make
decisions about which courses to take—and not to take—
which areas of the educational curriculum in which to
specialize, and which careers to pursue.

As individuals make these plans about their academic
future, they are influenced by a number of factors, includ-
ing family and peer aspirations and motivation, the media,
teachers and counselors, and testing practices.? Also, the
content and quality of elementary and secondary educa-
tion helps determine individuals’ academic preparation
for college, their likelihood of graduating from college,
and their ability to derive the greatest benefit from a col-
lege education.?

Because the abilities, attitudes, and aspirations of to-
day’s elementary and secondary students directly affect
the quality of the Nation’s future college-bound popula-
tion—and ultimately the skill of the Nation’s human re-
sources—several prominent and troublesome trends need
to be examined:

® Despite recent improvements with respect to some
age and ethnic/racial groups, both participation and
achievement by U.S. elementary and secondary stu-
dents in science and mathematics are lagging behind
previous years and other countries.

* Participation of women and minorities in science and
mathematics, althoughimproving in recent years, still
is below the average white male. Achievement of
minorities in science and mathematics remains well
below that of whites.

e Compared with students in other developed coun-
tries, American students demonstrate lower achieve-
ment in problem solving and higher-order thinking.

® Many students, particularly those in less affluent
schools, are taught by teachers of science and mathe-

Council of Economic Advisers (1988), pp. 166 and 170.
20TA (1988a), p. 5.
*0TA (1988b), p. 3.

matics who are not fully qualified. Shortages of fully
qualified elementary and secondary school teachers
are most apparent in physics, chemistry, computer
science, and mathematics.

In the early 1980s, the widespread nature of these and
other problems was drawn to the Nation’s attention in a
spate of national reports, all of which recommended ex-
tensive school reform. More recently, education leaders in
all 50 states, as well as numerous local education agencies,
have initiated activities to set standards for schools or
students.* Among the specific problems identified were
declining student performance, dilution of graduation
standards, and a high school curriculum loaded with elec-
tives.

Asaresult of the numerous commissions and the recom-
mendations contained in their reports, extensive reforms
were launched, including, for instance, increasing the
number of course credits required to graduate, regulating
and standardizing curricula through state frameworks or
guides and through the selection of textbooks, and testing
for student mastery of basic skills and/or proficiency in
subject matter areas.’ The intent behind this broad range
of policy initiatives was to raise student performance and
exert some form of quality control over the process of
education.® And while several national studies discussed
in this chapter have shown some overall positive results in
student achievement and student course-taking, many
states are now in the process of conducting their own
studies to evaluate the effectiveness of these reforms.

Structure of the Chapter

This chapter consists of three major parts, organized to
discuss the indicators in the categories used by the Nation-
al Research Council’s (NRC) Committee on Indicators of
Precollege Science and Mathematics Education.” The com-
mittee was charged with (1) developing a framework, as
far as possible, using existing data to provide a baseline;
and (2) suggesting what data and analyses will be needed
in the future for a continuing portrayal of the condition of
precollege science and mathematics education. The NRC
committee defined the concept of an “indicator” as a
measure that conveys a general impression of the state or
nature of the structure or system being examined. While it
is not necessarily a precise statement, it gives sufficient
indication of a condition concerning the system of interest
to be of use in formulating policy.

To identify the central concepts relevant to the science
and mathematics education system, the committee mod-
eled the educational system in terms of inputs, processes,
and outcomes. The committee then recommended monitor-
ing the following key schooling variables:

* Inputs—teacher quantity and quality, and curriculum
content;

® Processes—instructional time/course enrollment; and

“Moyer (1987), p. 1.
5Tbid.

Capper (1988).

"Raizen and Jones (1985).




® QOutcomes—student achievement.

The committee considered student achievement to be
the primary indicator of the condition of science and math-
ematics education, since the acquisition of knowledge is
the main reason for the existence of formal education.
Input and process variables were selected that research
had shown to be related to student achievement; namely,
exposure to a subject (instructional time/course content),
the number and qualifications of teachers with instruction-
al responsibilities in science and mathematics, and the
opportunity to learn these subjects as reflected in the con-
tent of the curriculum.

This chapter presents most recent data on the above-dis-
cussed variables, arranged in accordance with the com-
mittee’s proposed model of the education system. The
chapter also reviews recent educational reform efforts that
have been established to improve the quality of student
learning, classroom instruction, teacher performance, and
curriculum content.

STUDENT ACHIEVEMENT®

In the 1985/86 academic year, the National Assessment
of Educational Progress (NAEP) tested national samples
of 9-, 13-, and 17-year-olds in science, mathematics, and—
for the first time—computer competence. These results
permit a 17-year trend analysis for five assessments in
science (conducted in 1970, 1973, 1977, 1982, and 1986) and
a 14-year trend analysis for four assessments in mathe-
matics (performed in 1973, 1978, 1982, and 1986). Also, for
the first time, the results in science and mathematics were
scaled according to various levels of proficiency.’

Science Achievement

While overall trends in science achievement for 9-, 13-,
and 17-year-olds across five national assessments from
1970 to 1986 do not reveal dramatic changes, they do show
a pattern of initial decline followed by subsequent re-
covery at all three age levels.”? (See appendix table 1-1.)
These recoveries, however, have not yet compensated for
the declines. Declines from the 1970 levels occurred in
assessments conducted in 1973 and 1977, but these were
followed by upturns in performance between 1982 and

8The following information draws heavily on three reports published
by the National Assessment of Educational Progress section of the Educa-
tional Testing Service under the heading “The Nation’s Report Card.”
See NAEP (1988a), (1988b), and (1988¢).

*Briefly, the statistical methodology used to develop these proficiency
scales involved the computation of percentages of students giving var-
ious responses to the assessment items and using Item Response Theory
(IRT) technology to estimate levels of science and mathematics achieve-
ment for the Nation and for various subpopulations. IRT defines the
probability of answering a given item correctly as a mathematical func-
tion of proficiency level or skill and certain characteristics of the item.
Each proficiency level is defined by describing the types of science and
mathematics questions that most students attaining that proficiency level
would be able to perform successfully. (See appendix tables 1-2,1-7,1-13,
and 1-14.) Science and mathematics specialists examined these empiri-
cally selected item sets and used their professional judgment to charac-
terize each proficiency level. For a detailed description of the statistical
methodology used, see NAEP (1988a) or (1988b), pp. 132 and 141.

"NAEP (1988a).
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1986. In 1986, however, average achievement at ages 13
and 17 remained below that of 1970; at age 9, average
achievement just returned to where it was during the first
assessment of 1970. (See figure 1-1.)

Figure 1-1.
National trends in average science achievement:
1970-86

(Achievement scores)

350
300 + Age 17 4
Age 13
250 | O——0— S —
Age 9
ke sk ke
200
Do S G S S S G U S S
1970 ‘73 77 ‘82 '86
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Achievement by Minorities. Despite recent gains, the
average achievement of both 13-and 17-year-old black and
Hispanic students remains at least 4 years behind that of
their white peers. (See figures 1-2, 1-3, and 1-4.) From 1977
to 1986, white students at ages 9 and 13 tended to show
slight improvements; black and Hispanic students at these
ages showed larger gains. Although all three ethnic/racial
groups at age 17 improved from 1982 to 1986, only black
students showed important gains across the 9-year span
from 1977 to 1986. As a result of recent improvements,
17-year-old black students surpassed their 1977 perfor-
mance in 1986, while Hispanic and white students did not.

Achievement by Females. At all three ages—but par-
ticularly at age 17—the science achievement of females in
1986 was below that of males, a trend that has persisted
throughout the 17 years of assessments. The science per-
formance of 9-year-old females in 1986 remained slightly
below that of 1970, and the performance gap between
males and females atage 9 has increased somewhat during
that time. The performance gap between 13-year-old
males and females consistently widened across the five
assessments. Atage 17, although the gap between the sexes
continued, trends in performance were comparable for
males and females: both groups showed steady declinesin
performance from 1970 to 1982 and improvements from
1982 to 1986. (See appendix table 1-1.)

Level of Student Proficiency in Science

Based on a review of the NAEP test items by science
specialists, the NAEP results were used to describe five
levels of student proficiency:"

"See footnote 9 and appendix table 1-2.
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* Knows everyday science facts.

¢ Understands simple scientific principles.

* Applies basic scientific information.

* Analyzes scientific procedures and data.

¢ Integrates specialized scientific information.

These performance levels can be characterized as the
interaction between knowing about science and gaining
the ability to perform scientific experiments and using
scientific information to infer relationships and draw con-

Figure 1-3,
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clusions.”? The science specialists who constructed the
NAEP items established the level at which students have
the ability to analyze scientific procedures and data as
characterizing “. . . the sort of scientific literacy one might
expect to be universally held by members of society.”*®

Results of the NAEP analyses of the five levels of student
proficiency show that, although recent progress has been
made in average student proficiency, most of this has
occurred at the lower end of the scale in the areas of basic
knowledge and elementary interpretation of scientific in-
formation." (See appendix tables 1-3, 1-4, and 1-5.) Ap-
proximately 10 percent of junior high school students and
only about 40 percent of high school students can be
considered moderately versed in science (i.e., able to anal-
yze scientific procedures and data). Only 7.5 percent of the
17-year-olds demonstrated the ability to integrate special-
ized scientific information. (See text table 1-1.)

By 1986, nearly all students in all three age groups
attained a level of scientific knowledge that might be
gained from everyday experiences, including elementary

2The 1986 NAEP science assessment did not include “hands-on”
exercises designed to measure students’ ability to ““do” science in terms
of their ability to use laboratory equipment and apply higher-order
thinking skills inexperimental situations. Theimportance of the key types
of hands-on exercises was indicated by a recent report of the National
Academy of Sciences, which posited that multiple-choice tests are not
adequate for assessing conceptual knowledge, most process skills, and
the higher-order thinking that scientists, mathematicians, and educators
consider most important. Among the types of tests this report advocated
were exercises that employ free-response techniques—not only paper
and pencil problems but also hands-on science experiments and com-
puter simulations. See Murnane and Raizen (1988), p. 63. Accordingly,
the NAEP staff has launched a pilot study of innovative hands-on tech-
niques and exercises to simulate laboratory processes and analytical and
interpretative skills needed for problem solving and reasoning of the type
used in scientific experiments. See NAEP (1987).

BNAEP (1987), p. 48.

1See NAEP (1988a), pp. 40-50, for examples of assessment items that
typify each level of performance.




Text table 1-1. Percentage of students at or
above the five proficiency levels in science,
by age: 1977-86

Assessment year
Proficiency level Age 1977 1982 1986
Percent

Knows everyday science

facts ............ ... ... 9 936 950 96.3
13 986 996 998
17 998 99.7 999

Understands simple

scientific principles ........ 9 679 704 714
13 859 896 918
17 972 958 967

Applies basic scientific

evidence ................ 9 262 248 276
13 49.2 515 534
17 818 7658 808

Analyzes scientific

procedures anddata ...... 9 35 2.2 34
13 10.9 94 9.4
17 417 375 414

Integrates specialized

scientific information . ...... 9 0.0 0.1 0.1
13 0.7 0.4 0.2
17 8.5 72 7.5

Note: See appendix table 1-2 for definitions of proficiency levels.
See appendix tables 1-1, 1-2, 1-3, 1-4, and 1-5.
Science & Engineering Indicators—1989

facts about the characteristics of animals and the operation
of familiar mechanical devices. Also, a significantly greater
proportion of both 9- and 13-year-olds demonstrated
knowledge of simple scientific principles in 1986 than in
1977.In 1977, 68 percent of the 9-year-olds and 86 percent
of the 13-year-olds showed the ability to understand sim-
ple scientific principles. Nearly all of the 17-year-olds at-
tained this level in the three latest assessments.

It is of great concern that only about 15 percent of the
black and Hispanic 17-year-old students assessed in 1986
demonstrated the ability to analyze scientific procedures
and data, compared to nearly half the white students at
this age. (See appendix table 1-5.) Of similar concern is that
at age 17, roughly half the males, but only a third of the
females, were able to analyze scientific procedures and
data.

Based on these analyses of levels of proficiency, espe-
cially the fact that less than half of all high school students
were able to analyze scientific procedures and data, the
science educators who assisted in preparing the report
concluded that:

“In limiting opportunities for true science learning,
our Nation is producing a generation of students who

24

lack the intellectual skills necessary to assess the
validity of evidence or the logic of arguments, and
who are misinformed about the nature of scientific
endeavors. The NAEP data support a growing body
of literature urging fundamental reforms in science
education—reformsin which studentslearn touse the
tools of science to better understand the world that
surrounds them.”’*>

Mathematics Achievement

Findings from the 1986 mathematics NAEP assessment
were similar to those from the science study. Recent math-
ematics performance has improved somewhat, especially
forstudentsatages9and 17. (See appendix table 1-6.) Since
1978, blacks and Hispanics at ages 9, 13, and 17 made
appreciable gains. All of these performance improve-
ments, however, have been confined primarily to the
lower-level skills. The highest level of performance at-
tained by any substantial proportion of students in 1986
reflects only moderately complex skills and understand-
ings. Most students, even at age 17, do not possess the
breadth and depth of mathematics proficiency needed for
advanced study in secondary school mathematics.!6

In the 14-year span covered by NAEP’s four mathe-
matics assessments, performance of 9-year-olds was stable
between 1973 and 1982 and improved slightly between
1982 and 1986. (See figure 1-5, figure O-13 in Overview,

Figure 1-5.
National trends in average mathematics
achievement: 1978-86
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and appendix table 1-6.) Thirteen-year-olds showed some
improvement between 1978 and 1986. For 17-year-olds,
performance declined slightly from 1973 to 1982, but
showed an upturn between 1982 and 1986.

5NAEP (1987), p. 17.
N AEP (1988b).



Achievement by Minorities. At ages 9 and 13, black
students have shown steady improvement across the 13-
year period from 1973 to 1986; these improvements were
most notable from 1978 to 1982 and again from 1982 to
1986. (See figures 1-6, 1-7, and 1-8.) At age 17, black stu-
dents showed relatively consistent performance between
1973 and 1978, before improving between 1978 and 1986.
At age 9, Hispanic students improved slightly with each
assessment. At the older ages, Hispanic students showed
recent 1mprovements, with the performance of 13-year-
olds improving primarily between 1978 and 1982, and that
of 17-year-olds improving primarily between 1982 and

Flgure1 -6.
. Trends in average math achievement for age 9, by
i race/ethnicity: 1973-86
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. Figure 1-7.
Trends in average math achievement for age 13, by
race/ethnicity: 1973-86
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See appendix table 1-6.
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Factors Behind Changes in Test Scoféé :

A study by the Educational Testing Service (ETS)
examined changes in the academic achievement of high
‘school seniors (as measured by various test results,
" including the NAEP assessments) between 1972 and
1980 and examined the school and student factors re-
lated to these changes. (See Rock, et al., 1985.) The
- findings show that significant shifts in the character-
" istics of high schools and student behavior were related
- to test scores. Changes during the period studied at the |
- school and student levels that seem to be most cIoser
 associated with lower test scores were: . -

¢ A greater likelihood of being in the general or voca—y
tional curriculum rather than the acadennc cumcu-o
Ium; ,

~® Adrop in the frequency with which students report
taking “traditional” college preparation core courses
such as foreign languages, sc1ence, and/ or courses:
requiring laboratory work; : ’

o A decrease in the amount of homework done, and

' ® An increasing dissatisfaction among students. w1th
. the lack of emphasis on academics in the schools.

This dissatisfaction—shared by students of all soc1o-
- economicstatuses (SES) and racial/ ethnic groups—was
the overall major factor associated with lower test
scores. The impact of this shift in emphasis fell primar-
ily on white and upper class students. On the other
hand, Federal and state programs designed tostrength- -
- en skills in mathematics among low SES blacks appear
to have contributed to the test score increase in mathe-
matics among this group. :

1986. Because performance of white students remained at
approximately the same level in 1986 as in 1973, while the
black and Hispanic scores gained (particularly at age 13),
the performance gap between these groups narrowed ap-
preciably.

Achievement by Females. Gender differences in math-
ematics performance were smallest at age 9 and greatest at
age 17; in 1986, 17-year-old males scored 5 points higher
than females on the proficiency scale. (See appendix table
1-6.) Atage 9, females scored higher than males until 1986,
when the scores were identical, due to a greater improve-
ment in male scores than female scores between 1982 and
1986. Females at age 13 scored higher than males in the first
two assessments; the reverse was true in 1982 and 1986,
although both genders showed improved proficiency in
1986 compared with 1973.

Levels of Student Proficiency in Mathematics

As in the science NAEP assessment, five levels of math-
ematics proficiency were established, in this case by a team
of mathematics educators.”

17See footnote 9 and appendix table 1-7.




Figure 1-8.
Trends in average math achievement for age 17, by
race/ethnicity: 1973-86
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® Simple arithmetic facts.
® Beginning skills and understanding.
¢ Basic operations and beginning problem solving.

® Moderately complex procedures and reasoning.

¢ Multi-step problem solving and algebra.

The performance level associated with “moderately
complex procedures and reasoning” represents the level
of attainment recommended by the National Science
Board (NSB) that all secondary students should achieve,
including a variety of mathematical outcomes such as an
understanding of the logic behind algebraic manipula-
tions, a knowledge of two- and three-dimensional figures
and their properties, and some more advanced objec-
tives,18

In1986, only about half of the 17-year-old age group was
able to attain the proficiency level recommended by the
NSB. (See text table 1-2.) Moreover, only a small propor-
tion of 17-year-olds (6 percent) showed the ability to do
multi-step problem solving and algebra in the 1986 assess-
ment. The percentage of students achieving at this level
has remained essentially constant since 1978. This means
that few students have, by their last years of high school,
mastered the fundamentals needed to perform more ad-
vanced mathematical operations.

On a more positive note, in 1986—as in past assess-
ments—virtually all students in all three age groups were
able to perform elementary addition and subtraction.
There was also some improvement in performing begin-
ning skills and understanding: more 13-year-olds could
solve the test items designed to measure basic operations
and beginning problem solving in 1986 (73 percent) than

18NSB (1983), pp- 94-96.
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Text table 1-2. Percentage of students at or
above the five proficiency levels in mathematics,

by age: 1978-86
Assessment year
Proficiency leve! Age 1978 1982 1986
Percent
Simple arithmetic facts . .. .. 9 9.5 972 97.8
13 99.8 99.9 100.0
17 100.0 100.0 100.0
Beginning skills and
understanding ........... 9 703 715 739
13 945 976 985
17 99.8 999 999
Basic operations and
beginning problem solving . . 9 19.4 187 208
13 649 716 7341
17 921 929 96.0
Moderately complex
procedures and reasoning . . 9 0.8 0.6 0.6
13 179 178 159
17 514 483 51.1
Multi-step problem solving
andalgebra ............. 9 0.0 0.0 0.0
13 0.9 0.5 0.4
17 7.4 5.4 6.4

Note: See appendix table 1-7 for definitions of proficiency levels.
See appendix tables 1-6, 1-7, 1-8, 1-9, and 1-10.
Science & Engineering Indicators—1989

in 1978 (65 percent). Most of this gain occurred between
1978 and 1982. (See appendix tables 1-8, 1-9, and 1-10.)

Among the conclusions reached by the authors of the
mathematics assessment was the following:

“Too many students leave high school without the
mathematical understanding that will allow them to
participate fully as workers and citizens in contem-
porary society. As these young people enter univer-
sities and businesses, American college faculty and
employers must anticipate additional burdens. As
long as the supply of adequately prepared precol-
legiate students remains substandard, it will be dif-
ficult for these institutions to assume the dual respon-
sibility of remedial and specialized training; and
without highly trained personnel, the United States
risks forfeiting its competitive edge in world and
domestic markets.”’1

International Assessments of Science and
Mathematics Achievement

In recent years, two large-scale international assess-
ments of science and /or mathematics have been conduc-
ted. The first was performed in 1988 by the International

NAEP (1988b), p. 9.



Assessment of Educational Progress (IAEP); it tested 13-
year-old students in mathematics and science in five
countries and four Canadian provinces.? The second as-
sessment, by the International Association for the Evalua-
tion of Educational Achievement (IEA), covered science in
24 countries or systems. The IEA study included students
at three levels: age 10, typically grades 4 or 5; 14-year-olds,
or grades 8 and 9—the point in secondary school when
education in most systems is still full-time and compul-
sory—and students who were enrolled in science in the
terminal year of high school.? In the U.S., most students
in the 12th grade who aresstill enrolled in science are taking
physics or a second year course in some science.

Both of these assessments point to the same conclusion:
U.S. students perform poorly in science and/or mathe-
matics compared with most of their counterparts around
the world.

International Assessment of Educational Progress. In
the IAEP mathematics assessment, the U.S. ranked last

2In the IAEP study, test items were taken from the 1986 NAEP assess-
ments of science and mathematics.

21 At the time of preparation of this report, data were available for 15
countries at age 10, 16 countries at age 14, and 14 countries at the terminal
year of high school.

Figure 1-9.
Average math achievement for age 13, by country: 1988

{(Achievement score)

-among the five countries and four Canadian provinces.?

(See figure 1-9 and appendix table 1-11.) Thirteen-year-old
students in South Korea had the highest proficiency levels
in mathematics—well above the mean—while the other 11
populations clustered themselves into three lower-per-
forming groups.

In the 1988 IAEP science assessment, the U.S. was also
among the lowest scoring populations, which included
Ireland, French-speaking Ontario, and French-speaking
New Brunswick. (See figure 1-10 and appendix table 1-12.)
The students of British Columbia and South Korea were
by far the highest scorers. The performances of about half
the countries were clustered near the mean for all par-
ticipants.

To make informed judgments about the adequacy of
student skills in science and math, the IAEP international
tests were scaled at five points similar to the U.S. NAEP
science and math assessments.? (See appendix tables 1-13
and 1-14.) In mathematics, the results show that South
Korean students were much more proficient in solving

2] apointe, Mead, and Phillips (1989).

Zbid.—see the Procedural Appendix for a discussion of statistical
methodology used to scale the various levels of student proficiency. Also
see footnote 9.
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Figure 1-10.
Average science achievement for age 13, by country: 1988
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See appendix table 1-12.

complex problems than students in most other countries,
including the United States. (See appendix table 1-15.)
More than three-quarters of the 13-year-old South Korean
students could use intermediate mathematical skills to
solve two-step problems, compared with only 40 percent
of the U.S. students. In terms of understanding measure-
ment and geometry concepts and applying problem solv-
ing to more complex mathematical problems, 40 percent
of the South Korean, compared with only 9 percent of the
U.S,, students were successful.

In science, over 70 percent of the 13-year-olds in both
British Columbia and South Korea demonstrated the abil-
ity to use scientific principles and analyze scientific data,
compared with only 42 percent of the American students.
(See appendix table 1-16.) Over 30 percent of the students
in British Columbia and Korea were successful in solving
problems designed to measure the understanding and
application of scientific knowledge and principles, com-
pared with less than 12 percent of the students in U.S.

IEA International Science Assessment.?* In the IEA in-
ternational science assessment, students in Japan and

In the IEA science study, most of the countries conducted the assess-
ment in 1983. In the U.S., two assessments were conducted, one in 1983
and another in 1986, but the 1983 survey was marked by extremely low
response rates and, as a result, these data are not shown here. See
International Association for the Evaluation of Educational Achievement
(1988), p. 26.
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South Korea (each with average scores of 15.4 out of a
possible 24 correct answers to test items) were the top
performers among 10-year-olds. U.S. students, along with
those from a number of other countries, were in the middle
with a mean score of 13.2. The 10-year-old students in the
United Kingdom and Hong Kong were among the lowest
scorers in the country rankings.

By the intermediate level of schooling, Hungarian, Japa-
nese, and Dutch 14-year-olds demonstrated the highest
achievement, correctly answering roughly 20 to 22 of 30
items. U.S. 14-year-old students ranked third to last with
an average of about 17 items correct.

Attheterminalyear of high school, among students who
took biology, chemistry, or physics, students in Hong
Kong and the United Kingdom were among the highest
scorers, with the U.S. students ranking last in biology,
third from last in chemistry, and fifth from last in physics.
(See figures 1-11, 1-12, and 1-13; and appendix tables 1-17,
1-18, and 1-19.)

Thus, U.S. 10-year-old students in science ranked in the
middle of the countries, lost ground by age 14, and scored
at or near the bottom by the 12th grade. The opposite
pattern is observed in Hong Kong and the United
Kingdom, where 10-year-old students score relatively low,
but—by the terminal year of high school—move up in the
international rankings.

There are several possible explanations for this



Figure 1-11,

Mean scores on biology test: among students taking biology in final year of high school, by country o
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Note: Data are for 1986 in U.S. and 1983 for other countries.
See appendix table 1-17.

phenomenon. In some countries, notably Hong Kong and
the United Kingdom, secondary school students who are
skilled in science are provided with the opportunity to
study the science curriculum much more intensively than
in the United States. Also, in some countries, high achieve-
ment is associated with high student attrition rates. Stu-
dents who do not achieve well drop out early. In Thailand,
for example, where scores of 14-year-old students equaled
those of U.S. students in the IEA study, only 32 percent of
this age group is in school, as opposed to 99 percent of U.S.
students. Thus, in-school 14-year-olds in Thailand are a
select group of students. On the other hand, however,
Japan—a country typically among the highest scoring
ones in international assessments of science and mathe-
matics—has a higher student retention rate than does the
United States.

Another possible explanation of why the U.S. scores
relatively low in international assessments of science and
mathematics lies in the type of curriculum studied. Other
studies have shown that the science curriculum in the
United States is different from that in most other countries.
In the United States, most public schools teach one science
subject for one academic year and then move on to another

30
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discipline the following year; in contrast, the preferred
approach in certain other countries is the parallel teaching
of an array of disciplines over a period of years.> Other
speculative explanations include family and community
expectations and support.

Computer Competency

Overall, the computer competency assessment found
that most students have used computers and have some
familiarity with them, but that their competency is gener-
ally low and largely restricted to relatively simple com-
puter applications such as word processing. Further,
computers are seldom used in subject areas such as math-
ematics or science, but rather are largely confined to
classes about computing and the use of computers.

More than 60 percent of 11th graders correctly identified
the word processing functions of “search and replace,”
“insertion,” and ““movement of text.”” (See appendix table
1-20.) At all three grade levels tested, however, students

25K]ein and Rutherford (1985).

2NAEP (1988¢).




Figure 1-12.

Mean scores on chemistry test: among students taking chemistry in final year of high school, by country
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Note: Data are for 1986 in U.S. and 1983 in other countries.
See appendix table 1-18.

did not have a clear grasp of graphics functions or the
structure and functions of data bases. Only about 10 per-
cent of 7th and 11th graders practiced such applications as
often as once a week. About two-thirds of these students
had never written computer programs.

White students averaged between 5 and 8 points higher
on the computer assessment than did their black and
Hispanic counterparts. White students also have a definite
advantage over blacks and Hispanics in access to com-
puters at home. Male students have slightly higher
computer competency than females, although differences
in experience and instruction were small. Families of boys,
however, were more likely to own computers: among 11th
graders, 35 percent of boys had computers at home, com-
pared with 25 percent of girls.

More than half of grade 3 students have used computers
in mathematics classes. But when 7th and 11th grade stu-
dents were asked how often they used computers in var-
ious subject areas, it became clear that computers are
primarily confined to the school computer studies cur-
riculum. (See appendix table 1-21.) High percentages of
students never use a computer to practice mathematics,
science, reading, or other skills from traditional subjects.

40 50 60 70 80
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(See text table 1-3.) Among those who used a computer to
practice subject matter skills, only about 5 percent to 10
percent did so more than once a week.

Text table 1-3. Computer use in subject areas,
by grade level: 1986

Have you used a computer in

any of the following classes? Grade3 Grade7 Grade 11

Percent
Mathematics . ............. 53.0 39.4 29.1
Reading/English . . ......... 25.0 23.9 16.9
Science ................. 12.8 11.6 15.4
Socialstudies ............. 1.7 10.2 4.6
At 21.6 10.2 4.6
Music ................... 16.9 7.0 3.9

SOURCE: NAEP (1988c).
Science & Engineering Indicators—1989



] Figure 1-13.
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Mean scores on physics test: among students taking physics in the final year of high school, by country
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Science and Engineering Interests of
College-Bound Seniors

An important indicator of the potential supply of scien-
tists and engineers is the proportion of high school seniors
who intend to major in S/E fields in college. Based on the
plans of college-bound seniors who take the Scholastic
Aptitude Test (SAT), there has been a decline in the pro-
portion of students intending to major in the more quan-
titative sciences—math and statistics, the physical sci-
ences, engineering, and computer science. (See figure 1-14
and appendix table 1-22.)” During the 12-year period from
1977 to 1988, the proportion of college-bound high school
seniors who intended to major in these S/E fields doubled,
peaking at about 20 percent in 1983, and then gradually
declining to about 13 percent in 1988.

Engineering is the most popular of the four quantitative
fields; it has held its own since the early 1980s with be-
tween 9 percent and 10 percent of college-bound seniors
expressing an interest in majoring in it. This represents an
increase over the 6 percent of students planning an en-
gineering major in 1977. Interest in computer science
dropped from a high of about 7 percent in the early 1980s

ZGrandy (1989); and ETS (1989).
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Figure 1-14. ‘
Percentage of college-bound seniors intending to
major in science and engineering: 1977-88

(Percent)
20
18 | .
16 | 1
14 L

12 t :
10 } 4
8_

-
b

AL
AN

p
o 1 I 1 1 1 I 1 1 A 4 A 1

1977 79 ‘81 ‘83 ‘85 ‘87 '88

See appendix table 1-22. Science & Engineering Indicators—1989




to less than 3 percent in 1988. Interest in both the physical
sciences and math and statistics remained low throughout
the 12-year period and has been declining. By 1988, less
than 1 percent of the college-bound seniors planned to
major in each of these fields.

In 1988, 24 percent of the black males, and 21 percent of
white males, intended to major in a quantitative science.
Only 11 percent of black females and 5 percent of white
females expressed an interest in majoring in these fields.
Regardless of race, males were more likely to be interested
in the applied engineering subfields than were females.

Academic Persistence of High-Ability
Minority Students

Are minority students who test high in ability and ex-
press an interest in becoming scientists and engineers
more or less likely than whites to persist in preparing for
these fields? How do those who persist differ from those
who don’t? To address these issues, a recent study con-
ducted by the Educational Testing Service sampled 5,000
minority high school seniors who (1) scored 550 or above
in mathematics on the SAT, and (2) said they planned to
major in math, science, or engineering.

By the spring of 1987 (2 years after taking the SAT), 61
percent of the total sample had enrolled in college and
were actually majoring in an S/E field or intended to do
s0.% This proportion greatly exceeds the comparable per-
centage for the general population of minority students.
The persistence rate of high-ability minority students was
about twice that of their counterparts in the general pop-
ulation. The comparable persistence rate for high-ability
white students was 55 percent.

Those who persisted were different from those who did
not in several important aspects. The persisters were much
more likely to participate in high school math and science
courses and related extracurricular activities. More than
half of the persisters had taken high school honors courses
in science and mathematics, and two-fifths had taken
Advanced Placement (AP) mathematics courses. (See ap-
pendix table 1-23.) In this regard, a recent study using High
School and Beyond data shows that senior high schools
serving predominately poor students typically offer fewer
AP courses.”? Almost two-thirds of high socioeconomic
status schools offer AP courses, but less than one-fifth of
schools in low-SES communities offer them. Science and
math clubs, college-based minority science and engineer-
ing recruitment and enrichment programs, and science
fair/independent research projects also seem to have been
influential in their persistence in science and mathematics
studies.

OPPORTUNITIES TO LEARN SCIENCE
AND MATHEMATICS

As previously noted (see p. 21), a recent National Re-
search Council report on precollege science and mathe-
matics education recommended that (1) course enrollments

»Hilton, et al., (1989), p. 152.
®Eckstrom, Goertz, and Rock (1988), p. 50.
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insecondary school and (2) instructional time in the elemen-
tary and middle schools be used as key indicators in an
integrated system of information about science and math-
ematics learning. Accordingly, this section deals with
these indicators.

Course Enrollments in Secondary Schools®

A recent study for the U.S. Department of Education
found that long-term patterns of high school course offer-
ings have shifted, particularly in the ““general” track.*! For
one thing, the proportion of students in this track dropped
from 35 percent in 1982 to 17 percent in 1987; nearly all of
this change reflected movement into a more rigorous aca-
demic curriculum. As a result, students in 1987 took an
average of one semester more of mathematics than they
did in 1982, and enrollments in advanced math classes
(geometry, second-year algebra, trigonometry, and cal-
culus) were up by about a third. (See appendix table 1-24.)
The number of students in pre-calculus had more than
doubled, while enrollment in remedial mathematics was
down by a third since 1982.

Course-taking in science was also up over the 6-year
period. (See appendix table 1-25.) While only 75 percent of
1982 high school graduates had taken a whole year of bi-
ology, 90 percent had done so by 1987. The number of
students taking a year of chemistry increased from 31
percent to 45 percent. Similarly, the average percentage of
graduates taking a full year of physics increased from 14
percent to 20 percent.

Proportionally, there were greater increases in course-
taking in science, mathematics, foreign languages, and
computer science than in the other academic subjects,
reflecting the emphasis in state reform movements on
these areas. (See figure 1-15 and appendix table 1-27.) For
example, the average high school graduate took 2.2 credits
of science in 1982, compared with 2.6 credits in 1987. More
time for core curriculum subjects such as science and
mathematics was accompanied by relatively small de-
creases in vocational education programs. In addition,

%An apparent inconsistency is that while student course-taking in
secondary math and science has been increasing in recent years, overall
student achievement in these subjects has remained relatively static. In
this regard, it should be noted that increases in secondary science and
mathematics course-taking, as well as the recent increases in some stu-
dent assessment scores, may portend improvements for the future. Stu-
dent learning depends on many things besides time spent on a subject.
However, the educational reform movements implemented by state and
local agencies in the 1980s cannot be expected to have immediate impacts
and their full effects may not be seen for some time. In addition, student
learning is not only a function of the quantity of time spent on a subject,
but also the quality of the curriculum, teacher effectiveness, student
interest in particular subjects, availability of adequate laboratories and
facilities, and family and community expectations.

3In this study, transcripts of 1987 high school graduates were com-
pared with transcripts of 1982 graduates to describe changes in course-
taking across this 6-year period. The analyses were based on approx-
imately 15,000 transcripts of 1987 graduates obtained as part of the 1987
High School Transcript Study and 12,000 transcripts of 1982 graduates
who participated in the High School and Beyond project. See Westat, Inc.,
(1988).
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some high schools appear to be lengthening the school
day, shortening class periods, and placing less emphasis
on noncredit courses such as study hall, gym, and driver’s
education.®

There was a substantial increase in the proportion of
high school graduates taking Advanced Placement cour-
ses in mathematics and physics. For example, the propor-
tion of graduates taking AP/honors calculus courses in-
creased from 1.5 percent in 1982 to 3.4 percent in 1987;
AP /honors physics increased from 1.1 percent to 1.8 per-
cent. Simultaneously, the proportion of students in
AP /honors biology decreased from 6.6 percent to 3.0 per-
cent; chemistry essentially held its own (going from 2.9
percent to 3.1 percent). As a result, 66,227 secondary stu-
dents took the AP mathematics exam in 1988 compared
with 31,918 students in 1982. Similar numbers for the AP
physics exam were 15,266 in 1988 and 6,804 in 1982.33

Course-Taking Trends Among Minorities. There were
notable increases in the average number of credit hours
taken in mathematics among all racial and ethnic groups.
(See figure 1-16 and appendix table 1-26.) The largest
increases were shown for Asians, who also took the great-
est number of credits in mathematics in both 1982 and
1987.

Course-Taking Trends for Females. The rate of growth
for course-taking by female high school students in math-
ematics was considerably higher than for males, but the
average number of credits taken remained higher for
males than for females. Females took an average of 2.93
credits in mathematics in 1987, up from 2.46 credits in 1982.
Comparable figures for males were 3.04 credits in 1987 and
2.61 credits in mathematics in 1982. The average number
of credits taken in science by males and females went up
equally—from 2.25 to 2.69 (males), and from 2.13 to 2.57
(females). (See appendix table 1-27.)

%Judy McNeil Thorne, the Westat, Inc., project director of 1987 High
School Transcript Study (personal communication).
*The College Board (1988).
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Racial, Ethnic, and Socioeconomic Aspects of
Opportunities to Learn Science and Math in
Secondary Schools

Despite recent gains, the average science and math
achievement of 13- and 17-year-old black and Hispanic
students remains several years behind that of their

- white peers. One possible explanation of the relatively
_poor performance of minority students is that they have
- fewer opportunities to learn these subjects and that the

opportunities they do have are of less quality than those

- available to white students. To assess this situation with

respect to science and mathematics, a recent study by

" the RAND Corporation attempted to provide a com-
- prehensive set of analyses to determine if and how
~disparities in school opportunities disadvantage poor
- and minority students.

Based on preliminary analyses of data from the 1986

- National Survey of Science and Mathematics Education
- (Weiss, 1987), the RAND study showed that a pattern
-of uneven distribution does exist. For example, based
~on teachers’ reports of their perceptions of the general
‘'science and math ability of students enrolled in their
. classes, students who attend schools with high minority
~enrollments are far more likely than other students to
_be enrolled in low-ability science and math classes and
- far less likely to be in high-ability classes. (See Oakes, et
“al,, n.d.) Student enrollment in classes that teachers
perceive to be of “high ability”” was only 16 percent in
~ schools where nonwhites comprise more than 90 per-
- cent of the school population, while 43 percent were
- enrolled in “‘high-ability’” classes in schools where
" white students made up more than 90 percent of the
 total enrollment. (See appendix table 1-28.)
.. The same patterns are evident when student ability
in science and math is compared with socioeconomic
| status, as measured by the percentage of students with

parents who are unemployed or on welfare and the
percentage of students with parents in professional or

_managerial occupations. As secondary schools become
- more affluent, they have fewer classes at low-ability
- levels and more at high-ability levels.
- The study authors concluded that poor and minority
‘ students are more likely to find themselves in low-
“ability classes and in courses focused on “‘general”
. math and science content. Consequently, students have
' less access to the topics and curricular objectives that
" could prepare them for successful participation in aca-
- demic courses in math and science. On the other hand,
whites and students from more affluent families are
- more likely to be identified as able learners, placed in
“academic classes, and have greater opportunities to
‘ take the critical courses (such as advanced mathematics

and calculus) necessary for successful science and math

| achievement in higher education. In this regard, a re-
_cent study comparing course-taking patterns between
. 1982 and 1987 found that while black high school grad-
‘ uates in 1987 were more likely than in 1982 to study all
subjects except calculus, they continued to lag substan-
tially behind white graduates in advanced math cour-
- ses. (See ETS, 1989, pp. 4-5.) The course-taking patterns
 for Hispanics generally resembled those of blacks.




Figure 1-16.

Mean number of credits in mathematics earned by
high school graduates, by race/ethnicity: 1982 and
1987

Race/ethnicity
i T T
i PR L T o |
Whites —
Blacks B e L G A ™™ l
ispani 1082
Hispanics 11987
i A N R SR |
Asians = -
Other  faeasiis R | ]
L 1 v |
0 1 2 3 4

(Mean credits earned)

See appendix table 1-26. Science & Engineering Indicators—1989

Science and Mathematics Instruction in Elementary
and Middle Schools*

The amount of time spent teaching science and mathe-
matics in elementary schools remained substantially the
same between 1977 and 1986. (See appendix table 1-29.) An
average of only 18 minutes per day was spent on teaching
science in 1986 at grades K-3, compared with around 29
minutes in grades 4-6. Substantially more time was de-
voted to mathematics at both grade levels. At grades K-3,
an average of 43 minutes per day was spent on mathe-
matics in 1986, and around 52 minutes in grades 4-6.

On average, in both 1977 and 1986, elementary school
teachers reported spending the greatest amount of class-
room time in teaching reading; this was followed by time
for mathematics, social studies, and science. (See figure
1-17.)

More specifically, when teachers of third grade students
were asked how much time they spent teaching science
compared with carrying out other classroom activities
during a typical week, half reported spending only 1 to 2
hours each week providing science instruction. About 20
percent of the teachers reported spending less than 1 hour
per week teaching science. Only 5 percent reported spend-
ing 5 or more hours per week on science. (See appendix
table 1-30.)

¥Recent data on student exposure to science instruction in elementary
and middle schools are available from two sources: (1) for all grades at
each level in 1977 and 1985-86 from the National Survey of Science and
Mathematics Education (Weiss, 1987), and (2) for 1986 at ages 9 and 13
(generally grades 3 and 7) from the science and mathematics assessments
conducted by the National Assessment of Educational Progress (NAEP,
1988a and 1988b). In the 1986 National Survey, teachers were asked to
report the number of minutes spent in their most recent lesson in a
particular subject.
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At grade 7, the amount of time spent teaching science
still appears to be relatively low, with approximately half
of the seventh grade teachers reporting that they devoted
3 hours or less to science instruction each week. Only 14
percent of the teachers reported that they spent 5 hours or
more each week teaching science.

Classroom Activities

When teachers were asked as part of the 1986 National
Survey to indicate what took place during their most
recent lessons in science and mathematics classrooms,
they said that most science lessons included lecture and
discussion rather than hands-on activities. Use of hands-
on activities was more common in elementary school (51
percent of lessons) than in secondary school (43 percent in
grades 7-9 and 39 percent in grades 10-12).%

Approximately two-thirds of elementary science teach-
ers, and more than three-quarters of secondary teachers,
indicated that they believe that laboratory-based activities
are more effective than nonlaboratory classroom practices
(including lectures). Fewer than 5 percent of the sampled
teachers in each group agreed with the statement “Hands-
on science experiments are not worth the time and ex-
pense.” Despite this attitude, experiments conducted in
laboratories constitute less than a quarter of the time spent
in science classrooms.

At least part of the reason why hands-on science ac-
tivities are not more prevalent is because many schools
lack access to laboratories. In the 1986 National Survey, 38
percent of all elementary teachers surveyed reported that
their classrooms have no science materials or facilities. In
the 1986 NAEP assessment, slightly less than half of all
secondary teachers reported that they had access to a
general-purpose laboratory for use in teaching science.
(See text table 1-4.) And only one-fifth of the seventh grade
teachers had access to more specialized facilities (i.e., a
biology or chemistry laboratory).

SWeiss (1987), pp. 47-51.

Text table 1-4. Teacher access to laboratory
facilities, by grade level: 1986

Grade 7 Grade 11

Percent responding “yes

Do you have access to a general
purpose laboratory for your

teaching? .................... 46 45
Do you have access to a

specialized science laboratory for

yourteaching? ................ 20 64

SOURCE: NAEP (1988a), p. 96.
Science & Engineering Indicators—1989



Flgure 1-17..
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Special analyses of the 1986 NAEP data indicate that
innovative classroom practices (such as problem solving
and conducting experiments in connection with labora-
tory exercises) are likely to be associated with higher sci-
ence proficiency. To conduct these analyses, students were
asked to report how often they solved problems, con-
ducted experiments alone or with other students, wrote up
the results of experiments, read articles on science, and
presented oral or written reports. Responses to these ques-
tions were ranked as “low,” “medium,” or “high.”” Stu-
dents whose teachers often lectured and seldom engaged
the class in experimentation were at the low end of the
scale. Those whose teachers used more innovative tech-
niques such as hands-on science experiments and hypoth-
esis testing were ranked at the high end of the scale.

These student-reported types of classroom activities
were correlated with actual student achievement scores
for the same students. Figure 1-18 shows a positive re-
lationship between science proficiency and innovative in-
structional activities, even though, as noted above, these
practices are relatively rare. The report summarizing the
1986 NAEP data on these questions indicates, however,
that it is not possible to determine whether students with
greater science proficiency tend to be placed in classes that
consist of more innovative curricular activities—or wheth-
er these activities yield higher proficiency.®* The rela-
tionship between innovative instructional activities and
student proficiency is confounded further by positive cor-
relations between student achievement and a number of
other significant factors, including the use of science
equipment in the classroom, the ability of the school to
instill positive student attitudes toward science, and the
beliefs students hold regarding science’s applicability in
helping remedy human and environmental problems.

¥NAEP (1988a), p. 97.

Figure 1-18.
Average science proficiency, by types of teaching
and instructional activities: 1986
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Classroom Science and Mathematics Practices in Other
Countries. The IAEP international science assessment
found that students in the U.S. were the least involved in
laboratory experiments and other types of hands-on ac-
tivities of any of the six countries in the assessment.

In terms of mathematics instruction, however, detailed
analyses of eighth grade data from the more extensive
1981-82 Second International Mathematics Study showed
that there is a great deal of similarity in teaching practices
in the eighth grade around the world. Slightly more than
a third of the teachers in that study reported that the
majority of class time in mathematics was taken up with
the whole class working together as a group, either listen-
ing to the teacher lecture or participating in discussions.
Teachers in the participating countries reported spending
comparatively little time in small group instruction. In all
countries studied, more than 75 percent of the teachers
reported spending less than 25 percent of their class time
in small groups.”

Classroom Activities, as Reported by Students. In the
1986 NAEP assessments of science and mathematics, stu-
dents were asked to report on their teachers’ instructional
practices and the kinds of learning activities featured in
their science and mathematics classrooms. While most
science educators encourage the use of hands-on activities,
science instruction continues to be dominated by teacher
lectures and the reading of textbooks. In fact, the instruc-
tional technique reported most often by students was read-
ing science textbooks: over half the students in grades 3, 7,
and 11 stated that they read textbooks daily or weekly.
Other learning opportunities appear to be neglected. For
example, over half the students in third grade said they
never went on field trips with their science classes. Of the
students in grade 7:

® Over four-fifths never went on science field trips,
*® Over half never wrote up the results of experiments,

® About half reported that they never conducted inde-
pendent science experiments, and

® Nearly half said they never did oral or written reports
for science classes. (See appendix table 1-31.)

Among 11th grade students:

® 90 percent reported that they had never done experi-
ments alone, although approximately half reported
that they had performed experiments on a weekly
basis with other students;

.® Slightly more than half reported never doing oral or
written reports; and

® Nearly half reported never having gone on field trips
or written up results from science experiments. (See
appendix table 1-31.)

Similar results were shown for mathematics teaching,
where routine instructional approaches predominate.

Burstein (in press).



Use of Calculators and Computers in the Classroom

In the 1986 NAEP mathematics assessment, relatively
few students reported having access to calculators in
school. Only 15 percent of all third graders have calcu-
lators for use in mathematics classes and only 21 percent
of the seventh grade students and 26 percent of the senior
high students used them in mathematics classes at school.

Larger numbers of students reported using computers for
mathematical purposes, e.g., for learning mathematics
through computer instruction, solving mathematical
problems, or learning computer programming. Studying
aspects of mathematics through computerized instruction
seems to peak in junior high school: 39 percent of the
13-year-olds reported having computerized mathematics
instruction, compared with only 22 percent of the 17-year-
olds. At age 17, access to computers more than doubled
between 1978 and 1986; however, most of the increases
have occurred in connection with initial high school math-
ematics courses, such as pre-algebra and algebra I (first
year).

Amount of Science and Mathematics Homework

Both the 1986 National Survey and the 1986 NAEP
assessment obtained data on time spent on science and
mathematics homework. In the National Survey, teachers
of science and mathematics were asked to estimate the
average amount of time a typical student in a randomly
selected class spends on homework during the week. In
the NAEP assessment, students in the 7th and 11th grades
were asked to report how much time they spent on home-
work each week.

The findings show that the average amount of time
spent on homework in both science and mathematics is
relatively small but increases with grade level; also, more
time is spent on mathematics homework than on science
homework.*® For instance, almost half of all high school
students spend no time (12 percent) or less than 1 hour (36
percent) on science homework per week. Almost two-
thirds of all students in the seventh grade spent less than
1 hour each week on science homework.

Analyses based on the 1986 NAEP assessment data
show that a reasonably consistent relationship exists be-
tween the total amount of homework done and student
proficiency in science and mathematics for grade 11 stu-
dents, but not at the 7th grade. In both mathematics and
science for the 11th graders, the more homework, the
higher the proficiency. (See appendix table 1-32.) At the
junior high school level, no consistent relationship appears
to exist between homework and proficiency, although

*¥Despite the relatively small amount of time spent on mathematics
homework by most students, reports by 13- and 17-year-olds indicate a
dramatic increase in general homework being assigned each day, par-
ticularly between 1982 and 1986. In 1982, 73 percent of the 13-year-olds
reported being assigned homework in general on a daily basis. This
percentage increased to 96 percent in 1986. Results for 17-year-olds were
similar, with 70 percent reporting assigned daily homework in 1982,
compared to 94 percent in 1986. Data on trends in the amount of time
spent on mathematics homework are not available. See NAEP (1988b),
p. 107.

seventh grade students who reported spending no time
each week on science homework had the lowest science
proficiency.

INDICATORS OF TEACHING/EDUCATION
QUALITY AND QUANTITY

The recent NRC report on precollege science and math-
ematics indicators pointed out that teacher quality and
quantity was a key variable associated with student
achievement. This section, accordingly, contains data on
college courses teachers have taken as quality indicators.
Teacher quantity is explored using data on supply and
demand and teacher career patterns.

Teacher Preparation

Inrecent years, there has been considerable concern that
teachers of science and mathematics may be poorly trained
and/or inadequately prepared to teach these subjects. For
example, a report by the American Association for the
Advancement of Science states:

“Few elementary school teachers have even a ru-
dimentary education in science and mathematics, and
many junior and senior high school teachers of science
and mathematics do not meet reasonable standards of
preparation in those fields.”®

Furthermore, an NRC report prepared in response to the
need to revitalize mathematics and science education,
points out that:

“Too often, elementary teachers take only one course
in mathematics, approaching it with trepidation and
leaving it with relief. Such experiences leave many
elementary teachers totally unprepared to inspire
children with confidence in their own mathematical
abilities. What is worse, experienced elementary
teachers often move up to middle grades (because of
imbalance in enrollments) without learning any more
mathematics.”4?

To address these issues, a special tabulation was pre-
pared of course-taking data for teachers of science and
mathematics. These teacher preparation data—taken from
the 1985-86 National Survey of Science and Mathematics
Education—were compared with the preservice standards
recommended by the National Science Teachers Associa-
tion (NSTA) and the National Council of Teachers of Math-
ematics (NCTM).4!

Elementary School Teachers. NSTA has recommen-
ded that elementary teachers have at least one course in
each of the three major areas of science—biological/life,
physical, and earth/space—along with a course devoted
to methods of teaching science. While large proportions of
the elementary school teachers of science in the 1986 Na-
tional Survey had taken at least one course in methods of

PAAAS (1989), p. 13.
“NRC (1989), p. 64.
“Weiss (1988a) and (1988b).




teaching science (88 percent), biology (86 percent), the
physical sciences (72 percent), and the earth/space sci-
ences (44 percent), only 34 percent meet all of NSTA’s
recommended standards. (See appendix table 1-33.) Five
percent of the teachers responsible for instruction of
elementary science have had no college coursework in
science; another 17 percent have had only one college
science course; in most cases, this was a course in biology.

NCTM recommends that elementary teachers of mathe-
matics have at least one course each on (1) number systems
through the rational numbers; (2) informal geometry in-
cluding measurement, graphing, geometrical construc-
tions, similarity, and congruence; and (3) methods of
teaching mathematics.®> While nine-tenths of elementary
school teachers of mathematics have completed a course
in mathematics for elementary school teachers, and an
equal percentage have had a course in methods of teaching
mathematics, less than one-fifth have completed an ap-
propriate geometry course. (See figure 1-19.) Only 18 per-
cent of elementary school teachers of mathematics meet all
of NCTM's recommended standards. (See appendix table

“’For the purposes of these analyses, any teacher who has completed a
course in mathematics for elementary or middle school teachers, a course
in geometry for elementary or middle school teachers, and a course in
methods of teaching mathematics is considered to have met these require-
ments.

Figure 1-19.

1-34.) Atthelow end of the scale, 8 percent of these teachers
have had no more than one of the three recommended
courses.

Middle/Junior High School Teachers. NSTA has taken
the position that teachers of science at the middle school
level should be prepared as science generalists rather than
as specialists in a particular science discipline. NSTA rec-
ommends that these teachers have a minimum of 36
semester credit hours in science, with at least 9 hours each
of life, earth, and physical sciences, as well as a course in
methods of teaching science. About two-thirds of all
teachers of science in grades 7-9 meet the credit hours
requirement;** however, only 22 percent have the spe-
cified distribution of science courses. (See appendix table
1-35.) An additional 2 percent meet the science standards
but have not had a course in science teaching methods.

NCTM recommends that middle school teachers of
mathematics have college coursework in five areas of math-
ematics (calculus, geometry, abstract algebra/number
theory, applications of mathematics, and probability and
statistics), computer science using a high-level program-
ming language, and methods of teaching mathematics.
Only 14 percent of grades 7-9 teachers of mathematics fully
meet these standards. (See appendix table 1-36.)

#3Gince most science courses are either 3 or 4 credit hours, the 36-hour
recommendation by NSTA is roughly equivalent to 11 science courses.

Percentage of elementary teachers who have ever completed selected college courses in math: 1986
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High School Teachers. According to NSTA, secondary
science teachers should have a minimum of 50 semester
credit hours of coursework in science, with at least 32
hours (eight courses) of specifically designated courses in
their area of specialty. Although a relatively high number
of biology teachers meet the requirement of eight courses,
only 29 percent of these teachers meet all of the NSTA
recommendations. This is, in most cases, because they lack
one or more of the specific biology courses listed. Similar-
ly, less than one-third of the chemistry teachers, and only
12 percent of physics teachers, meet the full NSTA stan-
dards. (See appendix table 1-37.)

According to NCTM guidelines, high school mathematics
teachers should have an extensive math background, in-
cluding three courses each in calculus, linear algebra, ab-
stract algebra, college geometry, probability and statistics,
applications of mathematics, history of mathematics, as
well as other upper-level coursework (e.g., applied math-
ematics from either classical continuous fields or the
emerging discrete fields of mathematics). NCTM also rec-
ommends coursework in computer programming and
methods of teaching mathematics. A total of 54 percent of
grades 10-12 mathematics teachers come close to meeting
these standards, typically lacking only one or two of the
recommended mathematics courses and/or a course in
computer programming. However, only 15 percent of sec-
ondary school math teachers meet all of the NCTM stan-
dards. (See appendix table 1-38.)

Professional Development of Teachers. Based on the
inadequacies noted in science and mathematics prepara-
tion alone, there is considerable need for additional train-
ing of teachers. Moreover, the 1986 National Survey noted
that from one-quarter to one-half of teachers had not taken
a course in the subject they teach in the 10 years prior to
the survey. (See figure 1-20.) Also, while many teachers
participate in professional meetings, workshops, and con-
ferences related to the subject they teach, the amount of
time they devoted to these professional development ac-
tivities was typically fewer than 6 hours during the pre-
vious 12 months.*

Teacher Supply and Demand

Over the past several years, numerous studies have
pointed to a shortage of adequately trained teachers of
science and mathematics, predicting that shortages will
become worse over time as enrollments rise and the supply
of new teachers falls.* Educational leaders have tried to
respond to these conditions through such measures as
differential pay for teachers in shortage areas (including
science and mathematics), salary increases for teachers
across all fields, and tuition support for teacher training
and retraining. For example:

® The Houston school district provided incremental
pay for all teachers designated in shortage categories
from 1982 to 1987. Mathematics, science, and bilin-

“Weiss (1987), p. 113.
“NRC (1987).
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¢ Figure 1-20. , :
* Teachers with no college coursework in past 10
. years in the subject they teach, by grade level: 1986
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gual teachers were awarded the highest annual incre-
ments.

¢ New mathematics and science teachers were given
higher initial salaries in Dade County, Florida.

* Salary contracts in Boston, Detroit, and Hartford con-
tain provisions that allow new teachers in shortage
areas to be paid more than their current experience
would dictate.*

The 1985-86 National Survey of Science and Mathe-
matics Education asked principals to report on the difficul-
ty of hiring qualified high school teachers.” The results
show that over half the principals in the national sample
said that their schools had trouble hiring fully qualified
teachers in physics, chemistry, computer science, mathe-
matics, and foreign languages. (See figure 1-21.) Rural high
schools were more likely than suburban schools to ex-
perience difficulty in recruiting qualified mathematics,
biology, earth science, special education, and general sci-
ence teachers. This difficulty was especially apparent in
certain subjects. In biology, for example—which is offered
by nearly all high schools—half of the rural school prin-
cipals said they had difficulty recruiting teachers versus
only 13 percent of suburban school principals.

Career Patterns of Teachers, by Teaching Specialty

Until recently, very little has been known about teacher
career patterns. How long does the average teacher stay in
the teaching profession? How many teachers return to
teaching after a career interruption? Do career patterns
differ by teaching specialty? Recent research has attempted

“**Darling-Hammond (1988).

YWeiss (1987).




Figure 1-21.

Percentage of high school principals reporting difficulty hiring qualified teachers, by subject: 1986
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to address these questions.®® In these investigations, the
career patterns of beginning teachers were tracked in three
states (Michigan, North Carolina, and Colorado) as follows:

® During their initial employment—i.e., the first spell;
and

® In cases where teachers left the field and returned to
a teaching position at a later time, during this second
period of employment as a teacher—i.e., the second
spell.

The research revealed that attrition rates differ signifi-
cantly for teachers with different subject matter specialties.
In Michigan, for example, chemistry and physics teachers
were more likely to leave teaching after only a few years
in the classroom than were teachers in any other specialty.
In fact, only 45 percent of the physics teachers, and 49
percent of the chemistry teachers, were still in the class-
room 6 years after they started teaching. In contrast, by the
end of 6 years, 61 percent of history teachers and 62 percent
of biology teachers were still in the classroom.*’

In all three states, high school teachers have shorter
first-spell lengths than do elementary school teachers. (See
appendix table 1-39.) And, among high school teachers,
chemistry and physics teachers have shorter average first-
spell lengths than teachers of other academic subjects. In
both North Carolina and Michigan, the average begin-

““‘Murnane and Olsen (1989).

“Murnane (1987).

*Chemistry and physics teachers cannotbe distinguished from biology
teachers in the Colorado data.
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ning teacher of chemistry and physics spent less than 5
years in the classroom, versus an average of around 7 years
for teachers of social studies and mathematics.

In terms of those who return to teaching after a career
interruption, chemistry and physics teachers again have
the largest rates of attrition. Only 16.3 percent of the chem-
istry and physics teachers in North Carolina, and 14.6
percent of those in Michigan, returned to the classroom
after initially teaching less than 6 years, compared with
22.6 percent and 22.5 percent, respectively, of the social
studies teachers in each state. (See appendix table 1-40.)

Thus, chemistry and physics teachers have the shortest
teaching careers. Not only do they leave teaching earlier
than do teachers of other subject specialties, they are also
less likely to return. This pattern suggests that, because of
their higher rates of attrition, teachers of chemistry and
physics will be in greater demand than other subject mat-
ter teachers in the future. And while teachers returning to
the classroom will probably continue to be a significant
source of future supply in some areas (e.g., elementary
school teaching), they probably will not constitute a major
source in chemistry, physics, and mathematics.”!

EDUCATION REFORM MOVEMENTS

The continuing current high level of Federal and state
policy concern with the performance of America’s school
children in science and mathematics was underscored by
the unprecedented and widely publicized ‘“Education

$"Murnane, Singer, and Willett (1988).




Summit” in September 1989, at which the President met
with the governors of 49 states to endorse coordinated
policies to improve precollege education.”? This section
highlights the various ongoing initiatives occurring at the
state level to improve education quality.

State Reform Movements

During the 1980s, while various prestigious national
commissions gathered to study the shortcomings of Amer-
ica’s schools and to make recommendations to improve
their performance, states also engaged their own review
panels. Between early 1982 and mid-1983, states initiated
130 commissions or task forces to look at their own educa-
tional practices. By 1984, as many as 290 high-level state
commissions were studying the quality of public educa-
tion. The Education Commission of the States reported
that many states had separate commissions working at the
behest of the governor, state legislature, and the chief state
school officer.® Findings, and the proposed and / or imple-
mented solutions these findings have generated, are de-
scribed in the following paragraphs.

Reforms in Student Preparation. In the area of student
preparation, reform activities have been undertaken in

52Gee New York Times (1989).
SKirst (1987).

Figure 1-22.

setting curricular guidelines and raising curricular re-
quirements for high school graduation and, at the elemen-
tary school level, raising the amounts of time devoted to
science and mathematics instruction. Also, there is in-
creased concern with assessment of student skills.

Although there is a great deal of variation from state to
state, influence is generally exerted over the content of
science and mathematics instruction through curricular
frameworks, guides, textbook selection, and statewide as-
sessment. Forty-seven states have curricular guidelines in
science and mathematics: 27 states have recommended
guidelines and 20 have required guidelines.*

Forty-six states raised curricular requirements in science
and mathematics at the high school level during the
1980s.% By 1986, the average number of years of course-
work required in science was 1.8 for public schools and 2.5
for private schools; comparable data for mathematics were
1.9 and 2.8 years. For both science and mathematics, the
amount of coursework required is still short of the three
credits recommended by the National Commission on
Excellence in Education. (See figure 1-22.)

At the elementary school level, 25 states have recom-
mended minimal amounts of time that should be devoted
to science and mathematics instruction. At the lower ele-
mentary level, the range is from 20 to 30 minutes per day;

Moyer (1987), p. 1.
$Capper (1988), p. iv.

Average years of coursework required for high school graduation, by subject area: 1985-86
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in upper elementary grades, the recommended amount is
from 35 to 45 minutes per day. The recommendation for
mathematics is approximately 15 minutes per day more at
each level.

Almost every state has a statewide testing program of at
least one grade level, primarily assessing basic skills of
mathematics and reading or language arts. Assessment
programs are growing, however, and 30 states now assess
students’ science knowledge and skills and 43 assess math-
ematics outcomes.>

Reforms in Teachers and Teaching. When asked to
identify major problems that their states face inimproving
science and mathematics instruction, the majority of state-
level policymakers point out concerns dealing with teach-
ers and teaching.” Thirty states indicate a concern about
teachers” understanding of science subject matter content
and the ability to teach science so that students—especially
young students—will comprehend scientific methodol-
ogy. One need identified was that “elementary teachers
need to more fully understand the use of hands-on, in-
quiry, and activity approaches in teaching science.”

Teacher shortages is another issue of concern among the
states—37 states reported a shortage of teachers in terms
of either quality or quantity.®® Other teacher issues in-
cluded:

¢ Tendency of teachers to depend heavily on textbooks
in teaching science and mathematics,

® Lack of adequate preservice preparation, and

® Lack of funding for staff development and teacher
salaries.”

Regulation of the amount of science and mathematics
course-taking required of prospective teachers varies con-
siderably from state to state. Requirements are particularly
low for prospective teachers of elementary grades. Ap-
proximately one-quarter of the states have no science or
mathematics credit requirements for elementary-level
teachers. Most states have course requirements in science
or mathematics for middle/junior high school teachers
(generally ranging between 12 and 36 semester credit
hours in science or mathematics), but an occasional state
has none and several leave this decision to the institutions
offering certification programs. At the senior high level,
almost all states have rather detailed specifications of re-
quired science or mathematics course work. One-half of
the states do not require that secondary teachers take
coursework in methods for teaching science or mathe-
matics.®

Higher-order thinking skills (i.e., the ability to infer
relationships and draw conclusions and to solve multi-
step problems) are of particular concern to many educa-

*Ibid., p. v.

5 Armstrong, et al., (1988), p. 11.

Moyer (1987), p. 12.

*Lack of funding was reported by 39 states as a major issue. Half of
these states specifically cited lack of funding for materials and updating
laboratories as a major problem.

“Capper (1988), p. vi.
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tional policymakers, and most states report activity in this
area. Some states promote the teaching of higher-order
thinking skills through staff development. For example,
some states sponsor annual conferences for science and
mathematics teachers on incorporating problem solving
into their teaching. Some states have held in-service train-
ing programs statewide to promote the teaching of these
skills, while others include these skills in their assessment
programs. In still other states, higher-order thinking skills
underlie and are the basis for their curriculum guidelines.5!

New Institutional Arrangements. Only a handful of
states provide sole support for magnet or residential
schools that specialize in subject area study. Special
schools are more often supported through private organi-
zations or through a combination of resources. Fifteen
states report sponsoring, at least in part, schools that focus
on science; two more states say that they are considering
or proposing a special, science-oriented school. Twelve
states report having special schools that focus on mathe-
matics; one state is currently proposing, and another cur-
rently developing, such a school. Some states report hav-
ing more than one special school.®?

The movement toward administrative and political de-
centralization of large urban public school systems, such
as the Chicago system, will no doubt have a significant
impact upon educational practice—including science and
mathematics teaching. It is too soon yet to discern the
details of the effects.

Impact of State Reforms on Local Schools

For state efforts at improving science and mathematics
learning and achievement to be successful, they must be
effectively implemented in local educational districts and
schools. Two recent projects—one conducted by the Ed-
ucation Commission of the States (ECS), the second by the
Center for Policy Research in Education (CPRE)—have
studied the effect of state policies on local science and/or
mathematics curricula. Study findings are described be-
low.

The ECS project studied the local impact of various state
policies designed to improve science curricula—e.g.,
adoption and improvement of state curriculum guide-
lines, selection of instructional materials, increased grad-
uation requirements, increased instructional time, higher
teacher certification requirements, assessment of student
achievement, and evaluation of teaching. The study was
conducted in California, Michigan, and Virginia as these
states (1) encompass various mixes of policies and (2) form
a continuum of state versus local control of education.s?

The study found considerable evidence of positive im-
pacts of state policy initiatives, but these were not uniform

“"Moyer (1987), p. 2.

“Ibid., p. 5.

"3Armstrong, et al., (1988). Within each state, researchers interviewed
personnel in four school districts as well as in the respective state depart-
ment of education. They visited three schools in each district, interview-
ing central office staff, principals, and teachers. These interviews became
the basis of case studies and cross-site analyses.



across states or districts. Among the 12 districts studied in
depth, classroom impacts were detected in 8. At these sites:

® Increased time and emphasis were given to science
instruction—especially in elementary school classes,

¢ Teachers made increased use of scientific experiments
as instructional devices,

e Instructional materials were more available and of
higher quality, and

* Instruction was better coordinated among grades.

Impacts were even more apparent at the district level in
terms of official curriculum revisions, the content of in-ser-
vice training sessions, and the adoption of textbooks. In
districts where the implementation of state initiatives was
successful, the researchers found strong leadership, cen-
tralization of curriculum revision, discretionary resources
for materials and teacher training, science specialists at the
district or school level, and attention paid to monitoring
the implementation process.

In some districts (more than half of those in Michigan
and Virginia), state science policies were apparently not
adopted and consequently had no impact on classroom
instruction. On-site visits to four districts in which impacts
were generally absent provided a range of explanations,
including the existence of unusually high-quality pro-
grams prior to the adoption of new state frameworks, a
high degree of state autonomy, and rejection of state pol-
icies on philosophical grounds.

The CPRE study concentrated on high school gradua-

tion requirements.* Interview data on the intent and ef-
fects of these requirements were gathered in 4 states, 13
districts, and 19 high schools. Comparisons were made of
graduation requirements in the core academic subjects of
English, mathematics, science, and social studies.

The study findings showed that affluent schools and
districts, which typically enroll large numbers of college
preparatory students, were relatively unaffected by the
reforms, usually because they already had graduation re-
quirements that equaled or exceeded those mandated by
the state. This applied to 4 of the 13 districts studied; these
all tended to be affluent, suburban, and white.

Where district/school graduation requirements were in-
creased, this generally resulted in the addition of mathe-
matics and science courses. Out of 19 schools, 17 reported
additions of mathematics and 16 reported additions in
science. Moreover—while the ECS study found that
hands-on activities were increasing in elementary school
classes because of state reforms—the CPRE study found
that, at the high school level, the courses added were
overwhelmingly of the basic, general, or remedial type.
This suggests that the impact of the reform initiatives was
largely on middle- and low-achieving students. Of the 17
schools adding mathematics classes, 15 reported additions
of basic, remedial, or general courses; this was true of 14
of the 16 schools adding science sections.

Thus, it appears that approximately half a decade after
the implementation of a wave of state education reforms,
their impact on science and mathematics instruction is
yielding mixed results. Change is clearly under way; how
far these changes will go, however, remains to be seen.

%Clune (1988).
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Higher Education for Science and Engineering

HIGHLIGHTS

Between 1970 and 1987, institutions of higher edu-
cation have increased in number and size.

* Considerable growth was experienced by institutions offering
the science and engineering (S/E) degree at some level. Of the
total 650 new institutions, about 400 offered the S/E
degree at some level and about 70 awarded the science
or engineering Ph.D. The most growth overall (in terms
of all degree levels) was experienced in “comprehen-
sive’’ institutions, which award relatively few S/E
Ph.D.s, but considerable numbers of S/E baccalaureates
and master’s degrees. (See pp. 47-48.)

® Ph.D.-granting institutions also award relatively high per-
centages of lower level S/E degrees. While some 307 institu-
tions offered the Ph.D. in 1986, 95 percent of all S/E
Ph.D.s were awarded by 205 institutions. These same
205 also awarded 53 percent of the S/E baccalaureates
and 72 percent of the S/E master’s. (See p. 48.)

Freshmen continue to display declining interest in
some S/E fields.

® Fewer freshmen plan majors in engineering or computer sci-
ence. Between 1982 and 1987, the percentage of freshmen
planning undergraduate degrees in engineering fell
from 22 percent to 17 percent among men and from 4
percent to 3 percent among women. Both genders com-
bined displayed declining interest in computer science
majors, from 4 percent in 1982 to 2 percent in 1987.
Interest in the physical sciences as a major has not
changed. In contrast to these indicators, freshman full-
time enrollments in engineering baccalaureate
programs increased in 1988 for the first time in 6 years
by about 2,500 students. (See pp. 49-51.)

Graduate S/E enrollments of U.S. citizens have not
grown since 1986, while those of foreign citizens
continue to increase.

® In 1987, the long-term trend of increasing graduate enroll-
ments of US. citizens in science and engineering programs
halted, and these enrollments remained flat in 1988. Fields
experiencing absolute declines in U.S. citizens included
engineering and the physical and environmental scien-
ces. (See pp. 52-53.)

® Enrollment of graduate students from abroad increased in
virtually all fields in 1988, continuing a long-term trend. In
engineering, nearly 5 of every 10 students is a non-U.S.
citizen, and 4 of 10 in the mathematical and computer
sciences are from abroad. Since 1986, the entire increase
(about 9,000 students) in graduate enrollments in S/E
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programs was accounted for by enrollments of non-U.S.
citizens. (See p. 53.)

U.S. institutions continue to award more S/E
Ph.D.s, especially to foreign citizens and to U.S.
women.

® Total S/E Ph.D.s awarded in 1988 increased by 945 degrees
over 1987. U.S. citizens accounted for one-third of this
increase, halting a declining trend over the decade. En-
gineering showed the strongest gains among U.S. citi-
zens. (See p. 53.)

® Women U.S. citizens continue to earn increasing proportions
of S/E Ph.D.s. Among U.S. citizens, they earned 32 per-
cent of S/E Ph.D.s in 1988, up from 17 percent in 1975,
and were awarded 52 percent of non-S/E Ph.D.s. (See p.
55.)

® Foreign citizens on temporary visas continue to earn increas-
ing proportions of U.S. S/E Ph.D.s. Foreigners on tem-
porary visas earned 40 percent of engineering and math-
ematics Ph.D.s and 24 percent over all S/E fields. (See p.
55.)

Patterns of support for graduate S/E students have
changed over the decade.

® Non-Federal sources of support for graduate S/E study have
increased faster than Federal sources. However, the total
number of students reporting mainly Federal assistance
in their graduate S/E study in 1988 increased 4 percent
over 1987. (See pp. 56-57.)

® Institutional sources of support have grown ‘most strongly
throughout the decade. In 1988, about 44 percent of grad-
uate S/E students reported institutional support as their
main source of support, versus 40 percent in 1980. (See
pp- 56-57.)

® Research assistantships have become the dominant mech-
anism of support. Growth in research assistantships as the
primary support mechanism has been about 5 percent
per year since 1980. This mechanism of support now
outnumbers all other support types, including “self-
support.” (See p. 57.)

More scientists and engineers employed on the
Nation’s campuses report research as their primary
work activity. They are also older and hold higher
rank, overall, than earlier in the decade.

® Increases in “research intensiveness’” on the Nation's cam-
puses are evident since 1981. This increase in research
intensiveness, as opposed to teaching, was particularly
strong in engineering, where 33 percent of the doctoral



engineers in 1987—versus 23 percent in 1981—reported
research as their primary work activity. (See pp. 58-59.)

® U.S. S/E faculties hold higher ranks and have increased in
average age. The percentage of faculty holding full pro-
fessorships reached as high as 58 percent in the physical

This chapter discusses indicators of higher learning in
science and engineering (S/E). These indicators are
grouped into five general topic areas:

® The institutions that offer S/E degrees in the United
States, with measures showing how the mix of these
institutions has changed over the past few decades
and which types of institutions offer S/E degrees at
different degree levels and in different S/E fields;

e Information on students in these institutions, includ-
ing limited data on undergraduate enrollments and
plans for an S/E major, and more extensive coverage
of graduate enrollments in S/E fields by various stu-
dent subgroups;

® Recent S/E degrees awarded by these institutions,
with trends in Ph.D. awards through 1988;

¢ Changes in how U.S. S/E graduate students finance
their education; and

® Data on faculties in S/E higher education.

For the first time in the Science & Engineering Indicators
series, the chapter opens the discussion of S/E higher
education with an overview of the institutions in which
this learning occurs. A recent reclassification of the 3,100
colleges, universities, and specialty schools in the United
States permits tracking the changes in their different roles
in S/E education since 1970. The distinct educational roles
of the various categories of institutions become clear as
groups of institutions are compared in terms of the levels
and fields of S/E degrees they award.

Undergraduate enrollments in engineering programs
and surveys of freshmen as they enter higher education
are used as indicators of aspirations and intentions to
obtain a science or engineering degree. The chapter then
turns to data on S/E graduate enrollments in doctorate-
granting institutions.

Degrees in science and engineering fields are indicators
of achievement in learning, and these are the subject of the
third section. The discussion pays particular attention to
Ph.D. attainment among population subgroups and by
U.S. citizens as a whole, reflecting ongoing concern of
policymakers about these trends. For the first time in this
series, this chapter separates out U.S. citizen Ph.D. earners
by gender and racial /minority groups.

Financial support of students in S/E higher education is
anindicator of the value society places on these endeavors,
and the different sources and mechanisms of S/E graduate
student support are the subject of the following section.

sciences and 55 percent in engineering. These were also
the fields with the highest proportions of teaching staff ‘
over the age of 50 in 1987, though all S/E fields have
experienced declining proportions of younger faculty
members since 1977. (See p. 59. )

The chapter concludes with indicators of the faculties
who teach and guide these students. These indicators con-
cerning the professoriate are largely restricted to its teach-
ing functions and general population characteristics; chap-
ter 5 covers its research activities.

INSTITUTIONS IN S/E HIGHER EDUCATION

The approximately 3,100 institutions of higher educa-
tion in the United States do not play equal roles in science
and engineering education and research.! For example, in
some fields, degrees awarded at the baccalaureate, mas-
ter’s, and Ph.D. levels are more concentrated in the Ph.D.-
granting institutions than in other fields. Also, the number
of institutions has expanded over the past two decades,
and individual schools have developed into different
types of schools as they have increased their program
offerings to meet the demands of the growing student
population.

A widely used classification of colleges and universities
has been developed by the Carnegie Foundation for the
Advancement of Teaching (1987).2 The Carnegie classifica-
tions were initiated in 1970 and revised slightly in 1976 and
1987. They thus can be used to track changes over time in
the general structure of the U.S. higher educational system
as well as in individual institutions, including the relative
roles of different institutional types in awarding S/E de-
grees.?

The foundation’s classification scheme is based on a
combination of factors, including:

® Amount of Federal support,

® Numbers and levels of degrees awarded and numbers
of programs awarding such degrees, and

® An index of institutional “selectivity”” (for the liberal
arts institutions) developed from a number of mea-
sures.

Institutional Change Since 1970

Between 1970 and 1987, about 650 new institutions of
higher education were established in the United States,

!This section focuses on the various educational roles played by these
institutions. For discussions of their respective research and development
activities, see chapters 4 and 5.

2The universe of institutions classified are those canvassed by the
Higher Education General Information Survey of the National Center for
Education Statistics, U.S. Department of Education.

3See Carnegie Foundation for the Advancement of Teaching (1987) for

a similar discussion of institutional types broken out by total enrollment
trends.




bringing the total to about 3,100 institutions. (See appendix
table 2-1.) Of these, approximately 2,400 offer an S/E
degree at some level—i.e., from a 2-year (associate) degree
to the doctorate.

In discussing the roles of these institutions in awarding
S/E degrees and how these roles have evolved since 1970,
three aspects of change must be considered:

® Increases in the number of institutions awarding S/E
degrees;

® Growth in the total number of institutions, especially
at lower degree levels; and

® Expansion of institutions’ programs, leading to sub-
sequent reclassification.

During the period 1970-86, the number of institutions
awarding the S/E Ph.D. increased by about 70 schools. By
1986, 300 institutions (13 percent) awarded S/E Ph.D.s.
Half of this increase was accounted for by “comprehen-
sive” and “other” schools, which offer relatively few
Ph.D.s. (See appendix table 2-1.) In addition, the “doc-
torate-granting” classification grew by 35 universities
over the 16 years; this primarily reflected the movement of
comprehensive institutions into this category through pro-
gram expansion and proliferation.

Much larger growth was experienced in the group iden-
tified as comprehensive institutions. One-hundred fifty
schools were added to this category between 1970 and
1986 in response to several developments in higher educa-
tion, including:

® Growth and expansion of programs in schools for-
merly identified as “liberal arts,” and

® Growthoflargestatewide higher educational systems
in the 1970s.

Comprehensive colleges may award few doctorates (see
appendix table 2-2), but they produce large numbers of
S/E baccalaureate and master’s degrees.

The number of colleges in the liberal arts category that
award S/E degrees has shrunk slightly—from 570 in 1970
to 532 in 1987—Tlargely due to expansion of their programs
and subsequent reclassification. This group of schools in-
cludes both nationally well-known, highly selective liberal
arts colleges as well as a large group of colleges oriented
to local industries and continuing education. About 10
percent of these schools offer master’s degrees in one or
more S/E fields.

The rapid expansion of 2-year colleges offering the as-
sociate degree is evident in appendix table 2-1. Over 200
of these colleges offering a technical degree were estab-
lished between 1970 and 1986, bringing their total to 826
institutions.

"“Specialized” schools offering a science or engineering
degree doubled in number between 1970 and 1986. Most
of these schools are in the health sciences.

S/E Degree Awards in 1986

A cross section of the 1987 Carnegie institutional clas-
sification, broken down by numbers and levels of S/E
degrees granted in 1986, underlines the different roles of
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the institutional types in the science and engineering pipe-
line. Increasingly large proportions of all S/E degrees are
granted by the 205 doctoral institutions (though some 307
institutions overall awarded S/E Ph.D.s). These 205 in-
stitutions grant almost all (95 percent) of the Ph.D.s, over
half (53 percent) of the baccalaureates, and almost three-
quarters (72 percent) of the master’s degrees in science and
engineering. (Seeappendix table 2-2.) Doctoral institutions
also award 7 percent of all S/E associate degrees. Most of
these latter, however, are granted by community colleges
which, in 1986, awarded 77 percent of these 2-year degrees.

While liberal arts colleges constitute 37 percent of the
institutions granting S/E baccalaureate degrees, they
awarded only 9 percent of these degrees in 1986. These
schools granted 1 percent of the master’s and 2 percent of
the associate S/E degrees.*

Institutional Classification and Degree Field

The roles of different classifications of institutions vary
across broad S/E fields. (See appendix table 2-3.) For ex-
ample, liberal arts colleges award few engineering bach-
elor’s degrees (2 percent of the total in 1986). Engineering
degrees at all levels are more often awarded by doctoral
institutions, though the comprehensive institutions confer
26 percent of engineering baccalaureates and 13 percent of
the master’s degrees. (See figure 2-1.) Finally, a small
group of specialized institutions award about 6 percent of
engineering baccalaureates and 3 percent of the master’s
degrees.

In contrast to their negligible role in engineering educa-
tion, liberal arts colleges grant 12 percent of science bacca-
laureates, reaching 17 percent in the physical sciences and
14 percent in psychology. The comprehensive colleges also
grant relatively more science than engineering degrees (37
percent of science bachelor’s, and 27 percent of science
master’s, degrees). Comprehensive institutions also pro-
ducerelatively high percentages of mathematics and com-
puter science degrees: 44 percent of the combined bach-
elor’s and 29 percent of master’s.

THE S/E STUDENT POPULATION
Changing Demographics

The size of the U.S. population groups normally attend-
ing institutions of higher education is declining. For ex-
ample, 18- to 21-year-olds—the traditional undergraduate
student cohort—have been declining in number since
1981. (See appendix table 2-4.)

Decreases in the indicators discussed here may reflect
this changing size of the relevant population group; they
might also reflect changing choices of individuals. Thus,
attention should be paid to changing rates as well as to
absolute measures.

For example, the data in appendix table 2-4 show that
there is not a continuous direct relationship between

“See NSB (1987), pp. 47-48, for a discussion of the major role these

institutions play in producing baccalaureate recipients who go on to earn
S/EPh.Ds.
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demographic trends and enrollment in colleges and Freshman Plans

universities. Enrollments of 18- to 21-year-olds have not
declined as rapidly as the size of that population group;
thus, the college-going rate of the group has increased
overall> Consequently, the observations in this section are
based on trends over time and not on annual fluctuations.
These increases, especially among women (both black and
white), have helped compensate for the decline in the
cohort size to keep enrollments high at U.S. colleges and
universities.® Also, growing proportions of U.S. high
school graduates overall pursue higher education, a trend
that has been sustained for at least a decade. (See figure
2-2)

Indicators for certain population subgroups contrast
with the overall trend. Black males aged 18 to 21—after
increasing their college enrollment rates by about 5 per-
centage points from 1980 to 1985—more recently have
failed to increase alongside the overall cohort; they may
actually have begun to decline. Likewise, attendance rates
of 18- to 21-year olds of Hispanic origin show little, if any,
increase. (See appendix table 2-4.)

®As estimated in the U.S. Bureau of the Census’ Current Population
Survey (CPS) conducted each October. CPS is a survey of approximately
60,000 households, covering about 125,000 people and 8,000 college
students. Some of the detailed categories in these data are necessarily
small, and trend data based on them are subject to considerable year-to-
year fluctuations.

“Significant differences in these trends are likely to exist among indi-
vidual institutions, across fields, and in various geographic regions.

Engineering Enrollments. Most undergraduates plan-
ning a degree in the sciences heed not declare their major
field until the second or third year of study. In contrast, the
engineering bachelor of science is a 4- or 5-year profes-
sional curriculum starting in the freshman year; head-
counts of students in these programs provide early in-
dicators of freshman plans. Surveys by the Engineering
Manpower Commission provide trend data on the full-
and part-time enrollments in both baccalaureate and
shorter programs.”

In the fall of 1988, approximately 346,000 students were
enrolled full time in an engineering baccalaureate pro-
gram. (See appendix table 2-5.) Freshman full-time enroll-
ments in the 4- and 5-year programs, after decreasing for
5 years, increased in 1988 by about 2,500 students. (See
figure 2-3.) Total part-time enrollments in these programs
also increased. Since some of these part-time students are
midcareer and may be returning to class for specific cour-
ses only, it is unclear how many of these students intend
to obtain a degree. In 1988, part-time enrollments were 11

7 American Association of Engineering Societies (1989). The data on
engineering programs are from 4- and 5-year programs approved by the
Accreditation Board of Engineering and Technology (ABET). Upon suc-
cessful completion of these programs, the student receives a bachelor of
engineering degree or, in the case of the 5-year programs, an engineering
professional degree. Engineering technology enrollments, in contrast, are
usually in 2-year programs terminating in an associate degree, but some
of these programs also include 4-year study. Data on engineering tech-
nology enrollments in appendix table 4-5 are from all programs, not just
ABET-approved programs.
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percent of full-time enrollments, and this ratio has hardly
changed over the decade.

Enrollments by freshman blacks increased from 5,800 to
6,100 from 1986 to 1987, and total black undergraduate
enrollment increased from 16,800 to 17,300.® Hispanics,
too, increased their freshman enrollment in engineering
curricula from 4,300 to 4,500 and from 16,300 to 17,100
overall. Students of Asian origin increased 10 percent
among engineering freshmen (to 7,100) and 12 percent
overall (to 30,100).

Engineering Technology Enrollments. Full-time enroll-
ments in engineering technology programs—at both the
associate and bachelor’s levels—declined throughout the
1980s. (See appendix table 2-5.) However, part-time enroll-
ments in these programs have shown recent growth, pos-
sibly reflecting increasing midcareer study. The growing
number of engineering technology programs (from 200 in
1985 to 310 in 1988) suggests that schools are developing
programs to accommodate students who cannot study full
time.

®The data in this paragraph are from Ellis (1988).
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The 1987 Freshman Class.’ Declining enrollments in
engineering are being driven not only by decreases in the
size of the 18-year-old population but also apparently by
reduced interest in the field among students in successive
freshman classes. Between 1982 and 1987, the percentage
of freshmen planning a baccalaureate in engineering de-
clined from 12.6 percent to 9.4 percent. (See figure 2-4.)
Both male and female interest in engineering majors is
falling: among men, from 22.3 percent in 1982 to 17 percent

®Data in this section are from the University of California at Los Angeles
(UCLA) Cooperative Institutional Research Program, which each fall
surveys entering freshmen on various characteristics and their future
plans. Excluded from this survey are part-time freshmen and students
who have previously attended college for credit. The data also exclude
students at semiprofessional and proprietary schools, as well as those at
certain very small schools. Data here are from UCLA (1982-87), or—when
so cited—special unpublished tabulations. (In the latter case, only fresh-
men at 4-year colleges and universities are included.) For a complete
description of the survey methodology, see any of the UCLA volumes.

Figure 2-3.
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- Figure 2-4. '
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in 1987, and among women from 3.6 percent to 2.7 per-
cent.!10

Freshman plans for a major in computer science have
also fallen, dropping from 4.4 percent in 1982 to 1.6 percent
in 1987 (both genders combined). (See text table 2-1.) In-
creases in both the biological sciences and social sciences
as planned majors have been noted in the UCLA surveys.
(See footnote 9.)

In the nonscience fields, business has remained the ma-
jor of choice for about 25 of every 100 freshmen since 1982;
the arts and humanities, however, have increased as a
major choice, rising from 8.2 percent in 1982 to 11.3 percent
in 1987. Student plans also indicate a trend noted in Science
& Engineering Indicators—1987:' over all fields, more fresh-
men are planning to study longer and obtain a higher
degree. (See text table 2-1.)

When freshmen planning science or engineering de-
grees are broken down by broad field categories, differ-
ences emerge on self-reports of high school grade point

"Data on freshman plans for engineering majors from another source,
the Admissions Testing Program of the College Board, are reported in
Lane (1988).

INSB (1987), p. 41.

averages (GPA), aspirations to the Ph.D., and career plans.
(See figure 2-5.)'2 For example, less than one-third of stu-
dents planning degrees in the environmental, computer,
and social sciences report a high school GPA of “A,”” while

"2NSB (1985), pp. 98-100.

Figure 2-5.
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Text table 2-1. Freshman plans

1982 1983 1984 1985 1986 1987
Percent
Highest degree planned
PhD.orEdD. ... 82 85 92 92 97 132
Master's .........coiiiiiii e 305 304 31.2 316 330 392
Bachelor's ........oooiiiiiiiiiii 383 36.5 376 382 368 315
Probable major
Biological sciences .............. ..t 37 38 42 34 39 44
Engineering ............ ... . i il 126 11.7 11.0 107 109 94
Physical sciences' .............. ... .. ... 25 25 26 24 24 26
Social sciences ... 58 61 67 76 80 101
Computerscience . ..., 44 45 34 23 19 16
BUSINESS « vttt s 242 244 264 268 269 257
Education ..........coviiiiiiiiiiiniiiinn 60 60 65 71 81 88
Arts and humanities ............ ... ... ... 82 79 77 83 90 113
One of the professions . .................... 13.3 144 141 129 11.7 107
Probable career occupation
Computer programmer oranalyst . ............ 88 85 61 44 35 24
Scientific researcher ........... .. ... .. 15 15 15 14 14 18
ENgineer .........ooiiiiiiiiiiiiiiians 12.0 108 104 100 9.7 84
Collegeteacher...............o oot 02 02 03 03 03 03

Includes mathematics.
SOURCE: UCLA (1982-87).
See figure O-14 in Overview.

over half of those anticipating majors in the physical scien-
ces and mathematics report this level of performance.
Regarding plans for the Ph.D., 41 percent of freshmen
planning baccalaureates in the physical sciences hope to
attain the doctorate, as do about one-fourth of freshmen
looking to a bachelor’s in mathematics or the environmen-
tal, biological, or social sciences. In sharp contrast, only
about 12 percent of freshmen planning an undergraduate
degree in computer science state that they hope to attain
the Ph.D.

Depending on their field of interest, freshmen planning
S/E degrees differ greatly in their plans for a career as a
“research scientist.” One-third of freshmen anticipating
physical science majors, one-fourth of planned environ-
mental science majors, and one-fifth of planned biological
science majors foresee a future as a research scientist (35
percent of the latter plan to enter the medical profession).
Three percent of freshmen hoping to attain a bachelor’s in
mathematics plan to become research scientists, and less
than 1 percent in computer and social sciences and in
engineering have such plans.

Merit Scholars. Another indicator of freshman plans
can be obtained from the stated choice of major of Merit
Scholars.’® While the percentage of scholarship winners

BNSB (1977), p. 159. Merit Scholarships are competitive grants ad-
ministered by the National Merit Scholarship Corporation, Evanston,
Illinois. For a complete description of the program, see National Merit
Scholarship Corporation (1982-88).
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who have planned a major in science or engineering has
varied over the years, recent trends are downward. (See
appendix table 2-6.) Proportions choosing engineering, the
sciences overall, and the health sciences are declining;
simultaneously, more Merit Scholarship winners are plan-
ning majors in the social sciences and humanities. (See
figure 2-6.)

Graduate Enrollments™

Enrollments of U.S. citizens in graduate science and
engineering programs have not increased since 1986. In
contrast, students from abroad continued to enroll in these
programs in increasing numbers: in 1988, one in four
graduate students studying science and engineering in
U.S. universities was from abroad.

Other changes are occurring among the graduate S/E
student population and the institutions they attend. De-
creases in part-time enrollments, and sharp differences in
enrollment rates among fields of study, become apparent
when overall enrollment data are disaggregated. More
women undertake graduate S/E study, and the various
racial and ethnic groups display different patterns of

“The graduate enrollment data discussed in this section are limited to
enrollments in S/E doctorate-granting institutions. These enrollments
accounted for 85 percent of all graduate enrollments in 1987 and about 93
percent of total full-time enrollments. For details of the survey universe
and student populations, see NSF (198%a).
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enrollment. These and other trends are discussed in the
following paragraphs.

Overall S/E Enrollments. In 1988, total enrollments in
all S/E fields combined increased by 1 percent over the
previous year, a slowing of the 1980-86 trend of an annual
2-percent increase. (See figure O-15 in Overview.) Virtual-
ly all of the 1988 growth in total enrollments was in the
sciences; graduate engineering enrollment has remained
unchanged for 3 years.

Enrollments by Citizenship. Graduate S/E students
who are U.S. citizens increased by 1,300 students in the
sciences in 1988, but decreased in engineering by 1,400.
(See appendix table 2-8.) Other fields experiencing ab-
solute declines in the number of U.S. citizens enrolled were
the environmental sciences (5.6-percent drop)® and the
physical sciences (0.6 percent).

Foreign enrollments increased in all S/E fields, continu-
ing a trend that has been widely noted and discussed.’ In
full- and part-time study combined, increasing matricula-
tion in science and engineering programs by non-U.S.
citizens accounted for the entire growth in enrollments
from 1987 to 1988. (See text table 2-2.)

Non-U.S. citizens are attracted to particular fields of
study. In 1988, nearly 5 of every 10 full-time engineering
students in doctorate-granting institutions were non-U.S.
students. (See figure O-16 in Overview.) In the science
fields, foreign students made up 37 percent of enrollments
in the physical sciences and about 43 percent in both the
mathematical and computer sciences.

BThe environmental sciences in these data include atmospheric scien-
ces, geosciences, and oceanography.
16Gee, for example, NRC (1988b); and NSF (1986).
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Text table 2-2. Graduate S/E enroliments by
citizenship and enroliment status

Full-time Part-time Total
—Percent change 1987-88—
Total enroliment .......... 1.9 -0.2 1.2
Total U.S. citizens .. ..... 0.3 -0.6 -0.03
Foreign citizens . ........ 55 29 5.2

Note: Includes only doctorate-granting institutions.
See appendix tables 2-8 and 2-9.
Science & Engineering Indicators—1989

Enrollments by Gender. Women have traditionally
specialized in the sciences or engineering at rates below
those of men. Thus, this large population group has be-
come a focus of attention for policymakers and educators
concerned with future supplies of scientific and engineer-
ing personnel.””

Enrollments of women in graduate S/E programs con-
tinued to increase in 1988, and the rate of increase overall
is higher than earlier in the decade.” By contrast, in en-
gineering, increases averaging 10 percent yearly from 1980
to 1987 slowed to 3 percent in 1988. (See appendix table
2-7.) In both time periods, however, the rates of increase
for women exceeded those of men. Women make up about
32 percent of the total graduate S/E enrollment and earn
about 32 percent of the doctorate S/E degrees awarded to
U.S. citizens.

Like other population groups, women tend to concen-
trate in certain broad fields. They make up particularly
large proportions of total graduate enrollments in psychol-
ogy (63 percent), the social sciences (47 percent), and the
life sciences (41 percent). (See appendix table 2-7.) While
they account for smaller proportions in the physical scien-
ces (22 percent), mathematics (29 percent), and engineer-
ing (13 percent), their enrollments have been increasing
faster in these fields."

Enrollments by Racial/Ethnic Group. The extent to
which different population subgroups—e.g., women,
some minorities, and older students®®*—choose careers in

7For discussions of women at other points in the scientific and en-
gineering pipeline, see the appropriate sections in other chapters of this
report. Detailed data are presented in the biennial series Women and
Minorities in Science and Engineering; for the most recent volume, see NSF
(1990). A recent discussion of issues involving women in science and
engineering can be found in NSF (1987b).

8The statistics discussed in this section obscure the nationality of the
men and women described; the questionnaire from which these data are
produced does not allow for classifying by gender and nationality. How-
ever, because most non-U.S. citizens enrolled in S/E graduate programs
are men, the enrollment data for women discussed here may be assumed
to include mostly U.S. citizens. Conversely, the enrollment data for men
in this section include much of the enrollment by non-U.S. citizens.

YIn general, graduate S/E fields that atiract relatively fewer women
than men also tend to be fields with high enrollment of non-U.S. citizens.
If the assumption is correct that most of these students are male, then the
enrollment rates of females in these fields among students who are U.S.
citizens could be expected to be higher than identified here.

XA recent study of characteristics of students 25 and older is reported
in Aslanian and Brickell (1988).




engineering and science has attracted increasing attention.
For example, a recent survey of campus administrators
reports that many of them perceived their institution’s
performance in attracting minority students as “fair’” or
““poor.”!

About 600 more black U.S. citizens enrolled in graduate
S/E programs in doctorate-granting institutions in 1988
over 1987. (See appendix table 2-8.) These increases were
spread across all fields, except for a 6-percent decrease in
mathematics (about 20 students). Among U.S. citizens in
engineering programs, only 1 student in 50 is black.

Enrollments of white U.S. citizens, though relatively
unchanged overall, decreased by 3 percent in engineering
programs. (See appendix table 2-8.) S/E graduate students
of Hispanic origin (U.S. citizens only) have increased their
enrollment rates throughout the sciences and engineering
in the 1980s; this trend was halted in 1988. Enrollments of
U.S. citizens who identify themselves as of Asian back-
ground continue to increase in virtually all fields. (See
appendix table 2-8.) Overall, the rate of enrollment growth
of this population group was 9 percent in 1988. The largest
increase for citizens of Asian origin was in the physical
sciences (22 percent).

Part-Time Enrollments. Science & Engineering Indica-
tors—1987 noted strong growth in the number of graduate
students in science and engineering who study part time.?
In 1988, this decade-long trend may have ended. Part-time
graduate enrollments in engineering—especially among
U.S. citizens—largely accounted for the slowdown.? (See
appendix table 2-9.)

Enrollments by Field. As noted above, the sciences
continued to grow in total graduate enrollments in 1988
over 1987 while engineering enrollments remained un-
changed. Among science fields, only the environmental
sciences lost enrollment; this continued a 4-year trend in
this field. In contrast, the mathematical sciences have ex-
perienced strong enrollment growth throughout the dec-
ade, especially because of enrollments by non-U.S. citi-
zens. Other fields with strong growth in 1988 were
computer science and psychology; both showed a 3-per-
cent increase.

Postdoctoral Appointments™

In 1988, about 20,000 researchers held postdoctoral
training positions in U.S. research universities. About

I5ee El-Khawas (1988).

2NSB (1987), p. 43.

PRelatively few foreign students attend graduate S/E programs part
time, largely because of visa regulations.
*Data for this section are from NSF, Survey of Graduate Science and
Engineering Students and Postdoctorates. Postdoctorates include those
individuals with science or engineering Ph.D.s, M.D.s, D.DS.s, or
D.V.M.s (including foreign degrees that are equivalent to U.S. doctorates)
who devote their primary effort to research activities or study in the
department under temporary appointments carrying no academic rank.
Such appointments are generally for a specific time period. Postdoctorates
may contribute to the academic program through seminars, lectures, or
by working with graduate students. Clinical fellows, and those with
appointments in residency training programs in medical and health
professions, are not included unless the primary purpose of the appoint-
ment is research training under the supervision of a senior mentor. See
NSF (1987), p. 44.
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1,700 of these were in engineering fields, but this number
hasbeen increasing annually by about 8 percent since 1980.
(See appendix table 2-10.) In contrast, the number of post-
doctorates in scientific fields has grown at an annual rate
of about 5 percent over the same period.

Postdoctoral appointments generally grow in conjunc-
tion with expanding academic research budgets, and this
has been the case throughout the 1980s.% In the life scien-
ces, where most (57 percent) of these positions are located,
positions increased 11 percent in 1988 over 1987.

Foreign citizens increasingly receive postdoctoral ap-
pointments. (See figure 2-7.) Their percentage of all posi-
tions in the life sciences increased from 30 percent in 1980
to42 percentin 1988. Inengineering, non-U.S. citizens hold
66 percent of the postdoctoral positions, though this per-
centage has not changed considerably since 1980. Total
postdoctoral appointments held by foreigners have also
grown faster than those held by U.S. citizens: about 8
percent versus 3 percent per year, respectively, since 1980.

#See chapter 4. NRC (1988a) provides detailed data on postdoctorates
by fine field.

Figure 2-7.
Foreign S/E postdoctorates, by field: 1980 and 1988
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SCIENCE AND ENGINEERING DEGREES
Overall Degree Trends

Ph.D.s in S/E fields accounted for 60 percent of all
doctorates awarded in 1988—an increase of 5 percentage
points over the past decade. (See appendix table 2-11.)

The total of S/E doctorates awarded by U.S. universities
increased in 1988 over 1987 by about 945 degrees. The
sciences and engineering each accounted for about half of
this increase. (See appendix table 2-12.) Only Ph.D.s in the
social sciences and psychology failed to increase.

The last year for which data on bachelor’s and master’s
degrees is available is 1986.% Undergraduate awards in
science and engineering combined increased from 1985 to
1986 by 2,500 degrees, to a total of about 324,000 degrees.
(See appendix table 2-11.) This was 30 percent of all bac-
calaureates awarded in the U.S., a ratio that has not
changed for 3 years. Baccalaureate awards declined in the
physical sciences, environmental sciences, and life scien-
ces. Eight hundred fewer students received engineering
bachelor’s degrees in 1986 than in 1985.

Doctoral Degrees by Citizenship

Following a declining trend for most of the decade, U.S.
citizens earned about 300 more Ph.D.s in the sciences and
engineering in 1988 than in 1987. (See appendix table 2-14.)
Most of these increases were in engineering (220 degrees),
continuing a 5-year trend.

Ph.D.s earned by foreign citizens on temporary student
visas account for a growing share of total Ph.D.s awarded
by U.S. institutions in most broad science and engineering
fields. This phenomenon has attracted widespread atten-
tion, leading to speculation about the impacts of this in-
creasing presence of non-U.S. citizens on higher education,
future supplies of doctoral scientists and engineers for the
U.S. labor market, and the wisdom of relying on immigra-
tion of doctoral scientists.?”

Across the sciences and engineering combined, non-U.S.
citizens on temporary visas earned 24 percent of the Ph.D.s
in 1988, up from 15 percent a decade ago. (See figure 2-8.)
In both the mathematical sciences and engineering, tem-
porary visa-holders earned 40 percent to 41 percent of the
Ph.D.s in 1988. Also in that year, non-U.S. citizens earned
25 percent of the Ph.D.s in the social sciences. (See appen-
dix table 2-13.)

Ph.D. Degrees by Gender

The share of total degrees in the sciences and engineer-
ing earned by women has remained at about 26 percent for
3 years. (See appendix table 2-11.) Since the majority of the
S/E Ph.D. earners from abroad are male, the heavy pro-
portion of non-U.S. citizens in this ratio hides the relative
shares of male and female U.S. citizens. When Ph.D.s
awarded to foreigners are removed from the total figures,

%For data on degrees using the categories of “job-related” versus
dez%rees in the arts and sciences, see Carpenter (1987).
For example, see NRC (1988b), especially the essays by Drucker,
Kuswa, and Luco; and NSF (1986).
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the share of degrees earned by U.S. female citizens in-
creases considerably.

In all non-S/E fields, U.S. females earned 52 percent of
the Ph.D.s awarded in 1988. (See figure 2-9.) They earned
32 percent of the S/E doctorates awarded to U.S. citizens
in 1988, up from only 17 percent in 1975. In 1988, U.s.
female citizens earned 10 percent of the engineering doc-
torates awarded to U.S. citizens and 36 percent of the
corresponding science doctorates. However, women are
increasing their rates of obtaining the engineering Ph.D.
faster than men, about 16 percent per year versus 7 percent
per year over the past 4 years. Women’s shares of Ph.D.s
in both psychology and the life sciences—where they have
always been well represented—have increased from 32
percent to 55 percent and from 21 percent to 35 percent,
respectively, since 1975. (See appendix table 2-14.)

Ph.D.s by Racial/Ethnic Group

Over the past decade, black U.S. citizens have been
earning fewer Ph.D.s in science and engineering: in 1988,




Figure 2-9.
Ph.D.s earned by U.S. citizens, by gender
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they received 231 such degrees compared with 278 in 1978.
(See appendix table 2-15.) Ph.D.s awarded to black female
citizens declined in 1988 for the fourth year in a row,
though black female citizens earned 390 non-S/E Ph.D.s
in 1988 versus 337 in 1987. Black male citizens earned 127
S/E Ph.D.s in 1988. While this was a slight increase over
1987, it was down considerably compared to the late 1970s.
In contrast, Ph.D.s earned by Hispanic citizens doubled
over the same period, from 160 to 319.

White U.S. citizens earned 299 more Ph.D.s in the scien-
ces and engineering combined in 1988 over 1987. This
accounted for almost all of the increase in Ph.D.s earned,
and followed 4 years of decline.

U.S. citizens of Asian background, despite their sharp
increases in graduate enrollments, earned only 3 percent
of the S/E Ph.D.s awarded to U.S. citizens in 1988.
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SUPPORT FOR S/E GRADUATE STUDENTS™

How do graduate S/E students pay for their educations?
Since education is a crucial investment in developing the
human talent needed for the Nation’s science and en-
gineering activities, the Federal Government has tradition-
ally been a key source of support for graduate S/E study.
Institutions, too—using funds in their generalinstitutional .
budgets—provide support to graduate S/E students in
order to attract and retain talented students. Changes in
support patterns among mechanisms of student support,
and in the different Federal agencies that provide the most
graduate S/E student support, are discussed in the follow-
ing paragraphs.

Sources of Graduate Student Support

One source of information on support of graduate S/E
students is an annual survey of graduate S/E departments
that requests the ““primary” source of support for each
full-time student.?” Four broad categories describe the
sources of support for graduate S/E students:

¢ Federal sources;

¢ Institutional sources, i.e., funds from schools’ general
budgets;

® Other sources, i.e., from sources outside the institu-
tion other than the Federal Government or the stu-
dent; and

¢ Self-support, including the student’s own tuition and
fees paid.

Institutional sources of support have grown most rapid-
ly throughout the 1980s, averaging nearly 4 percent yearly.
In contrast, total enrollment has grown at a rate of around
2 percent per year over the same period. (See appendix
table 2-16.) Increased institutional support for S/E grad-
uate students has been particularly important in engineer-
ing and the social sciences. For instance, in the social
science subfields, expanding institutional support has
compensated for a decline in Federal support in these
subfields over the decade.

Federal sources of graduate S/E support declined dur-
ing the first part of the 1980s but turned strongly upward
by mid-decade. (See figure 2-10.) In contrast, self-support
and other outside sources of support slowed their in-
creases.

Federal support of graduate S/E study between 1984
and 1988 grew most notably among students in computer

*This section discusses only full-time students in doctorate-granting
institutions.

®NSF (1989a). Since students often attend graduate school with a
package of financial aid from different sources and of different types,
many sources are not reported. Consequently, virtually all support sour-
ces are underreported. In addition, no data on the amount of support
provided are captured by this survey.




Figure 2-10. .
Change in sources of support of S/E graduate
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science (15 percent annually) and the mathematical scien-
ces (11 percent). Federal sources of support for graduate
students in the environmental and social sciences declined
throughout the decade. (See appendix table 2-16.)

The net result of these differing growth rates among
sources of support for S/E graduate students was a dif-
ferent “‘mix” of support sources in 1988 versus 1980. By
1988, about 27 percent of S/E students overall reported
“self-support’’ as their main support versus 30 percent in
1980; about 44 percent listed “institutional” support in
1988 versus about 40 percent in 1980; and about 20 percent
noted “Federal” sources versus 22 percent in 1980.

Mechanisms of Student Support

Students receive financial assistance for graduate study
in the sciences and engineering via five broad mecha-
nisms.3

¢ Fellowships are usually awarded through a competi-
tion directly to the student by a source other than the
institution.

® A traineeshipis also competitive, butis awarded by the
institution.

¥For precise definitions, see NSF (1987a).

® Assistantships can be either for research or teaching,
depending upon how the student’s time under the
grant is to be spent.

® “Other” types of support include Federal student
loans and tuitions paid by the Department of Defense
(DOD).

e Self-supportcovers student sources including parental
support and privately arranged loans.

During the 1980s, the total number of fellowships and
traineeships changed hardly at all, in contrast with growth
in research assistantships that averaged nearly 5 percent
per year. (See appendix table 2-17.) These trends, however,
have not been equally distributed among the broad fields.
Fellowships and traineeships combined have increased in
engineering and the mathematical, computer, biological,
and physical sciences. They became less common in all
other fields.

Research assistantships have declined only in the agri-
cultural sciences. Fields experiencing considerable growth
in the number of S/E students reporting their main source
of support as research assistantships include computer
science (14 percent annually), engineering (7 percent), and
the mathematical sciences (5 percent).

Teaching assistantships increased mostly in the mathe-
matical sciences (4 percent) and engineering (5 percent)
since 1980.

Federal Support Patterns

As noted above, Federal sources as a percentage of all
sources of support declined between 1980 and 1988. How-
ever, the number of students reporting Federal sources as
their primary support increased by about 4,000 students
over the decade. During this period, both the mechanisms
of Federal support for graduate students and the relative
importance of the various Federal agencies in providing
this support have changed.

Federally financed traineeships and fellowships have
generally declined as a percentage of all Federal support
mechanisms since 1980, but the number of research assis-
tantships funded by Federal sources has increased suffi-
ciently to more than offset the declines.? (See figure 2-11.)
Research assistantships increased among the mechanisms

For a detailed statistical study of federally financed research assis-
tantships in science and engineering, see Snyder (1988). Among Snyder’s
conclusions were:

¢ “There appears to be a strong relationship between the presence and

concentration of federally supported graduate research assistants
(RAs) in a department and a variety of measures commonly as-
sociated with departmental quality.

¢ “There are significant differences in the utilization of RAs on re-

search grants (RAs per $ million) by field, with Chemistry having
almost 3x the utilization rate as the Biological Sciences.

¢ “There was a small overall shift in the concentration of federal RA
support away from the highest rated (top 10 percent) departments
to lesser rated quality departments.

“The presence of federal RAs appears to have a positive impact on
certain outcome measures of graduate education.”




Figure 2-11.
Federal support of S/E graduate students, by type of
support: 1980 and 1988
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of Federal support, rising from 55 percent in 1980 to 66
percent in 1988.

DOD, concomitant with its increased research and de-
velopment (R&D) funding during the period (see chapter
4), supported 2,900 research assistantships in 1980 and
5,900 in 1988. (See appendix table 2-18.) The National
Science Foundation (NSF), which supports the lion’s share
of research fellowships among the Federal agencies, in-
creased its fellowship programs by about 2 percent per
year, from 1,300 to 1,600. The Department of Health and
Human Services, which includes the National Institutes of
Health (NIH), funded fewer fellowships and traineeships
in 1988 thanin 1980, despite recent small increases by NIH.

In summary, the growth of federally funded R&D seems
to have had the greatest impact on Federal support for
graduate S/E students through the proliferation of re-
search assistantships built into Federal R&D grants. De-
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spite recent new NSF programs and slight increases by
DOD, federally funded fellowships have not noticeably
affected overall Federal support patterns in S/E higher
education.

HIGHER EDUCATION S/E FACULTIES

Four-year colleges and universities employ more doc-
toral scientists and engineers each year. But since recent
hiring rates have not kept pace with those of the 1950s and
1960s, these scientists and engineers are relatively older—
and hold higher ranks—than a decade ago. Moreover, in
recent years, increasing proportions of scientists and en-
gineers in academic settings report greater amounts of
work in research and development, suggesting a growing
“research intensiveness” of U.S. college and university
campuses. There are, however, differences among broad
S/E fields for each of these general trends, as discussed in
the following paragraphs.

Overall Employment Trends

U.S. colleges and universities®? employed approximate-
ly 186,000 doctoral scientists in 1987—or 53 percent of the
total doctoral scientists employed in the U.S.—and 24,000
doctoral engineers, or 35 percent of the Nation’s employed
doctoral engineers. (See appendix table 2-19.) The number
of doctoral engineers on U.S. campuses has increased at
twice the rate of doctoral scientists: 10 percent per year
versus 5 percent per year, on the average, since 1981.

Patterns of Academic Employment

The percentage of academic doctoral scientists and en-
gineers who report teaching as either their primary or
secondary work activity has not changed considerably
over the years. (See appendix tables 2-20 and 2-21.) How-
ever, some fields have considerably more doctoral staff on
campus who perform research or other tasks to the ex-
clusion of teaching. Up to 90 percent of mathematical
Ph.D.s, for example, report teaching as a major work ac-
tivity; in contrast, in the life sciences, only 60 percent to 65
percent have teaching duties. Computer science and the
physical sciences also have relatively large proportions of
Ph.D.s on campus who do not teach.

A growing research intensiveness of the Nation’s cam-
puses is further suggested in appendix table 2-20. Between
1981 and 1987, across nearly all fields, increasing propor-
tions of academic doctoral scientists and engineers iden-
tified research and development as their primary work
activity, while declining proportions identified teaching as
their primary work activity. This general trend seems
stronger in engineering than in the sciences: among doc-
toral engineers, the percentage reporting R&D as their
primary activity rose from 23 percent in 1981 to 33 percent
in 1987; corresponding growth among scientists was from
29 percent to 35 percent.

“The discussion throughout this section refers only to employment at
4-year colleges and universities.




Text table 2-3. Academic doctoral scientists and engineers, by age and field

Percentage under 40 Percentage 50 or older
1977 1981 1983 1985 1987 1977 1981 1983 1985 1987
All scientists and engineers .. 45 38 33 32 29 26 30 32 32 34
Scientists .......c0 i 45 39 34 32 29 26 29 32 32 33
Physical scientists ....... 446 34 27 28 25 24 32 34 35 39
Mathematical scientists ... 53 38 30 28 29 19 24 27 32 32
Computer scientists ...... 57 48 48 41 31 i 20 20 19 21
Environmental scientists . .. 45 36 37 32 30 24 26 31 33 33
Life scientists ........... 45 42 37 35 33 27 28 30 30 3t
Psychologists ........... 47 45 39 38 3 25 28 30 30 33
Social scientists ......... 40 35 31 28 25 30 34 35 34 34
Allengineers ............. 38 29 28 30 27 26 34 34 37 4

See appendix table 2-19.

Most of the increase in R&D has been focused on
applied, rather than basic, research. In both science and
engineering, doctoral employees report more work in ap-
plied and relatively less work in basic research. (See ap-
pendix table 2-20.) Moreover, since 1981, the number of
academically employed doctoral scientists and engineers
who report basic research as their primary activity has
grown by 28 percent, compared with a 75-percent growth
in reports of applied research.

Only the mathematical and computer sciences go
against these general trends, however. In the mathematical
sciences, the increasing percentage of doctoral scientists
reporting R&D clearly emphasizes basic over applied re-
search (81 percent in 1981 to 89 percent in 1987, versus 16
percent to 11 percent, respectively). In computer science,
the recent high rates of growth in total employment in
colleges and universities have left the percentage of total
employment engaged primarily in either teaching or re-
search virtually unchanged. Also, the percentages report-
ing either basic or applied research as a primary activity
both increased at the expense of those researchers who
reported development work in earlier surveys. (See ap-
pendix table 2-20.)

Academic Rank and Age

Engineering and most broad science fields have exper-
ienced increases in senior faculty ranks since 1981.* In

%This and the next paragraph discuss only academic doctoral scientists
and engineers who teach—i.e., ““the professoriate”—as opposed to the
total academic doctoral S/E employment discussed in the preceding
paragraphs.
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engineering, the percentage of the professoriate holding
the rank of full professor has grown to 55 percent in 1987,
an average annual rate of growth of 5 percent since 1981.
(See appendix table 2-21.) Among the sciences, the physi-
cal and mathematical sciences stand out with high percent-
ages of faculty who are full professors: 58 percent and 50
percent, respectively. Concomitantly, the ranks of assis-
tant professors have decreased in these fields; the use of
instructors has decreased in all fields.

As a relatively new discipline, computer science has
retained an anomalous position in the face of these general
trends.* Compared with all other broad fields, computer
science has more faculty with lower rank—e.g., 38 percent
associate professors and 29 percent assistant professors
versus 28 percent and 19 percent, respectively, in all S /E
fields combined.

On average, academically employed doctoral engineers
and scientists were older in 1987 than in 1977. (See text
table 2-3.) In all fields, decreasing percentages were under
40 years of age in 1987 than in 1977, and increasing propor-

tions were over 50. In engineering, a recent upturn in the

proportions under 30 may have ended in 1987. (See appen-
dix table 2-19.) Finally, in all fields, the proportions of
doctorates employed in colleges and universities who are
over 60 years of age increased considerably since 1977, and
more than doubled (for example) in engineering and com-
puter science.®

*NSB (1987), p. 49.

BFor a discussion of possible future faculty shortages, see Lozier and
Dooris (1987). In El-Khawas (1988), campus administrators reported
shortages of faculty in computer science and an inability to fill vacancies
in mathematics.
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Science and Engineering Workforce

HIGHLIGHTS

® Between 1980 and 1988, the number of those employed in
science and engineering (S[E) jobs in private industry in-
creased at a rate almost twice that for all workers. Concur-
rently, the occupational and industrial mix of S/E em-
ployment experienced major changes. (See p. 63.)

* Approximately 2.0 million scientists and 2.6 million engi-
neers were employed in the S/E workforce in 1988. Science
employment nearly doubled since 1980, while employ-
ment of engineers increased by almost 75 percent. (See
p. 66.)

® Almost one-fourth of all scientists and one-tenth of all en-
gineers employed in the United States in 1988 were working
in non-S/E activities. Within science fields, social scien-
tists and computer specialists were the most likely to
report non-S/E employment, while mechanical and
electrical/electronics engineers were the most probable
among engineering subfields. (See p. 66.)

* Women scientists and engineers represented about 13 percent
of the S{E workforce in 1986, up from 11 percent in 1980. As
aproportion of the total workforce, however, only about
1 percent of all employed women were working in S/E
jobs in 1986, compared to almost 6 percent of all em-
ployed men. (See p. 67.)

® Blacks continued to be underrepresented in science and en-
gineering in 1986, accounting for only 2.2 percent of the SJE
workforce. In contrast, Asians represented almost 6 per-
cent of those employed in science and engineering,
while native American scientists and engineers repre-
sented somewhat less than 1 percent of total S/E em-
ployment. (See pp. 67-68.)

* At the doctoral level, scientists outnumbered engineers by
about five to one in 1987 (351,000 versus 68,000). Over the

Over the next decade, several factors will combine to
substantially affect the demand for and supply of scientists
and engineers. On the demand side, two factors are worthy
of consideration:

(1) The need for workers stemming from economic
growth, changing technology, and competitive chal-
lenges; and

(2) The need to replace workers who leave the science and
engineering (S/E) workforce due to death, retire-
ment, transfer to other occupations, and emigration.
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1981-87 period, total employment growth for both scien-
tists and engineers averaged nearly 5 percent per year.
(See p. 68.)

® The job market was favorable for scientists and engineers in
most S/E fields in 1986. Unemployment rates averaged 1.9
percent for scientists and 1.2 percent for engineers, com-
pared to 2 percent and 7.2 percent, respectively, for all
professional and technical workers and the total work-
force. (See p. 73.)

® Over the 1988-2000 period, the number of jobs for scientists
and engineers in private industry is expected to increase by
over 600,000, with three-fifths of these new jobs to be located
in the services-producing sector. The faster creation of S/E
jobs in this sector continues the trend observed between
1980 and 1988. Overall, the proportion of industry S/E
jobs in the services-producing sector is expected to in-
crease from 43 percent in 1986 to 46 percent by the year
2000. (See p. 74.)

® Between 1988 and 2000, the occupational composition of
industry jobs is expected to change away from production and
assembly-line jobs toward professional, managerial, and tech-
nical occupations. Thus, while industry as a whole is
expected to provide approximately 9 percent more jobs
between 1986 and 2000, employment opportunities for
S/E jobs are projected to increase by about 34 percent.
(See pp. 76-77.)

® The United States led the United Kingdom in the number of
scientists per 1,000 total labor force (12 versus 8 per 1,000)
and was second to Japan in the number of engineers per 1,000
labor force (18 versus 19 per 1,000) in the early 1980s. (See
p-82)

Of the two factors, the latter will translate into the larger
demand. The increases needed in new S/E workers are
expected to be at lower levels of growth than in the early
and mid-1980s; however, employers will need larger num-
bers of replacements for attrition from the overall growing
S/E labor force.

On the supply side exist concerns as to the impact on
future levels of new S/E graduates of a declining college-
age population. This diminishing population has already
resulted in a falling rate of growth in S/E bachelor’s de-
grees. Another factor affecting the future supply of new




S/E graduates is a change in the ethnic and gender mix of
the college-age population. In the future, this population
will have higher proportions of minorities and women (see
figure 3-1)—groups that until now have had relatively low
participation rates in S/E education.!

These and other diverse factors will together determine
the future balance of the S/E labor market. This chapter
closely examines past and projected growth of S/E jobs in
the industrial sector, which forms the core of demand for
S/E occupations (about two-thirds of total S/E employ-
ment). Information on S/E supply is also presented. For
the first time, this includes a numerical illustration and
detailed analysis of S/E personnel flows into and out of
the workforce.

Finally, this chapter provides comparative data on inter-
national science and engineering employment.

INDUSTRIAL S/E JOB PATTERNS

Between 1980 and 1988, the number of those employed
in S/E jobs in private industry? increased at a rate almost
twice that for all workers. (See figure O-8.) Concurrently,
the occupational and industrial mix of S/E employment

NSF (1988a), p. 29.

2The 1980-88 data on personnel employed in private industry S/E jobs
in this section are from the U.S. Bureau of Labor Statistics Occupational
Employment Statistics surveys. These surveys are of establishments and
reflect employers’ staffing patterns.

© Figure 3-1.
~ Distribution of 20- to 24-year-old population and labor
. force by gender and race: 1988 and projected 2000
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experienced major changes. For example, overall employ-
ment in the services-producing industries—which
benefitted from substantial economic growth—increased
by 29 percent. The corresponding increase in S/E employ-
ment in the sector was even greater: 57 percent. (See figure
3-2.) This increase, however, has stemmed less from
growth within the sector than from an increased share of
declining total manufacturing jobs.

Services-Producing Industries

The services-producing industries are divided into four
major divisions:

¢ Communications, utilities, and transportation;
® Trade;

¢ Financial services; and

* Business and related services.

Together, these industries provided jobs for approx-
imately 446,000 engineers and 359,000 scientists in 1988,
up from 306,000 and 207,000 (respectively) in 1980.

Over the 1980-88 period, the concentration of total S/E
jobs in the private sector gradually shifted from goods-
producing industries to services-producing industries. In
fact, the proportion in the latter sector increased from 38
percent in 1980 to an estimated 43 percent in 1988.% This
increase can be attributed to (1) a faster rate of employment
growth for S/E personnel in services-producing indus-
tries, and (2) the sector’s overall economic and employ-
ment growth. Total employment in services-producing

3NSF (1988b), p. 2.

Figure 3-2.
Increase in science, engineering, and total jobs in
private industry, by sector: 1980-88

(Percent)

% Science J

70

€0

50 Engineering

40

30

20

10

Services-producing
industries

Goods-producing
industries

See appendix table 3-1. Sciencek& Engineering Indicators—1989




industries grew at an average annual rate of 3.2 percent
between 1980 and 1988; the number of S/E jobs increased
on average by 5.8 percent. The proportion of the services-
producing workforce in S/E positions rose during this
time from 1.3 percent of total employment in 1980 to an
estimated 1.6 percent in 1988.

Business and Related Services. This was the largest
and second fastest growing division of the services-pro-
ducing sector over the 1980-88 period. The major em-
ployers of S/E workers in this division were involved in
computer and data processing services, engineering and
architectural services, and independent research and de-
velopment (R&D). There were 310,000 engineering jobs
and 183,000 scientist positions in this division in 1988,
accounting for 70 percent and 51 percent, respectively, of
the services-producing sector’s engineering and science
jobs in 1988. (See figure 3-3.) During the 1980-88 period,
the number of jobs for engineers increased at an average
rate of 7.1 percent per year, slightly higher than the 5.3-per-
cent annual rate for scientists. (See figure 3-4.)

Several factors influenced the S/E job growth in busi-
ness and related services. First, the revolution in informa-
tion technologies and strong demand for informa-
tion/data services created increasing employment
opportunities for S/E workers in computer and data pro-
cessing services. Also, new methods of delivering informa-
tion-related services led to the development of major
growth segments in this industry. For example, the exten-
sive use of local area networks and electronic data inter-
change networks developed mostly over the past 5 years.

Financial Services. The most rapid S/E job growth in
the services-producing sector occurred in the financial
services division (i.e., firms engaged in banking, credit,

Figure 3-3.
Distribution of science and engineering jobs in
services-producing industries: 1988
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Figure 3-4.
Annual rates of growth for science, engineering, and
total jobs in services-producing industries: 1980-88
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insurance, and real estate). Increasing use of technological
advances and computerized services resulted in greater
requirements for computer specialists and mathematical
and social scientists. Between 1980 and 1988, jobs for these
workers rose at an average annual rate of 11 percent;
further, workers in these fields accounted for approx-
imately 90 percent of this division’s 122,000 S/E jobs in
1988.

Factors Behind Growth in Service Industries. The re-
cent growth of service industries and their S/E employ-
ment is not simply due to a transfer of jobs to them by
goods-producing industries as these latter contract out
activities formerly performed in-house. Such transference
is not a major factor, since both the numbers and share of
total employment in technical occupations within the
goods-producing sector are increasing. Also, according to
arecent study by the U.S. Bureau of Labor Statistics (BLS),
the transfer of work formerly done in-house by manufac-
turers accounted for—at best—only a small fraction of the
growth in the services-producing sector.

Rather, the growth in industries serving producers has
been primarily attributed to increases in the supply of new
services.* The continued development of new services
should keep demand growing for the outputs of these
industries even as scientific and technical employment in
the goods-producing industries that they service contin-
ues its upward growth.

Goods-Producing Industries

The goods-producing industries fall into the major di-
visions of:

Tschetter (1987).




® Durable goods manufacturing,

¢ Nondurable goods manufacturing,
® Mining, and

¢ Construction.

Together, these divisions provided jobs for 830,000 en-
gineers and 225,000 scientists in 1988, compared to 686,000
and 167,000—respectively—in 1980.

S/E jobs in goods-producing industries expanded at an
average rate of 2.7 percent per year between 1980 and 1988.
(See figure 3-5.) Unlike the services-producing industries,
total employment in this sector experienced no growth
over this period: a small increase in total employment
growth in construction was offset by declines in the min-
ing and both manufacturing divisions. S/E job growth in
the manufacturing divisions was maintained for several
reasons, including increases in:

¢ Defense spending,

® Technological competition,

® Pressure to improve productivity,

¢ High-technology capital investment, and
® R&D expenditures.

Durable goods manufacturing was the largest provider
of S/E jobs in the goods-producing sector; in 1988, over 80
percent of the sector’s engineering jobs, and 51 percent of
its science jobs, were in this division. (See figure 3-6.) Major
S/E employers within this division in 1988 were:

Figure 3-5.
Annual rates of growth for science, engineering, and
total jobs in goods-producing industries: 1980-88
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Figure 3-6. ' o
Distribution of science and engineering jobs in
goods-producing industries: 1988
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® Aerospace industries (manufacturers of aircraft and
parts, space vehicles, and guided missiles) with 24
percent of the division’s S/E jobs;

® Makers of communication equipment, 15 percent;

e Office and computing equipment manufacturers, 12
percent; and

¢ Electronic components industries, 12 percent.

Occupations

While industry as a whole was providing increasingly
greater employment opportunities in almost all S/E occu-
pational categories between 1980 and 1988, services-pro-
ducing industries remained the primary source of employ-
ment for most scientists (most notably computer
specialists and social scientists), while engineers contin-
ued to find more job opportunities in the goods-producing
sector. The proportion of scientists employed in services-
producing industries rose in every major category be-
tween 1980 and 1988. The share of most engineering sub-
fields in the goods-producing sector increased a small
amount over the period. The goods-producing and ser-
vices-producing sectors showed similar occupational pat-
terns of S/E employment in 1988.

UTILIZATION OF S/E PERSONNEL
Employment Levels and Demographic Trends

In 1988, approximately 5.9 million persons in the United
States were—by virtue of their education and work ex-
perience—considered scientists (2.8 million) or engineers




(3.1 million).> Only 72 percent of these scientists (2.0 mil-
lion) and 85 percent of these engineers (2.6 million) were
in the S/E workforce, however. The remaining scientists
and engineers were either employed in non-S/E jobs, un-
employed and seeking employment, or outside the labor
force.

Scientists and engineers employed in non-S/E jobs are
not necessarily underutilized, however, since their S/E
training and education may be prerequisites for—or pro-
vide valuable inputs to—their work. Of those scientists

®Broadly speaking, a person is considered a scientist or engineer if he
or she meets at least two of the following criteria:
* Has earned a degree inscience (including social science) or engineer-
ing,
¢ Has been employed in an S/E occupation, and /or
¢ Has professionally identified himself or herself as a scientist or
engineer on the basis of total education and work experience.

Figure 3-7.

Employment status of scientists and engineers, by field: 1988

Scientists

who reported non-S/E employment in 1988, almost one-
third (208,000) were social scientists, and approximately
one-fourth (158,000) were computer specialists. (See figure
3-7.) Among engineers employed in non-S/E activities at
that time, one-fifth (51,000) were mechanical engineers
and another 17 percent were electrical/electronics engi-
neers.

Overall S/E Employment Growth and Concentration.®
Employment growth of scientists in the S/E workforce
varied from that of engineers during the 1980-88 period.
Science employment nearly doubled during this time; em-
ployment of engineers increased by almost 75 percent. (See

*S/E employment includes only those scientists and engineers em-
ployed in science and engineering jobs, unless otherwise indicated. Tech-
nician and other occupational groups that may be engaged in S/E-type
work are not included.
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Figure 3-8.
Scientists and engineers employed in S/E jobs: 1980-88
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figure O-9 in Overview.) Overall, the S/E workforce grew
by 7.8 percent per year during this period. In comparison,
total U.S. employment increased by only 1.8 percent per
year.” Consequently, the proportion of the workforce
employed in science and engineering grew from 2.6 per-
cent in 1980 to 4.1 percent in 1988. (See figure 3-8.) In
addition, real gross national product (GNP)—an indicator
of overall economic activity—increased at an annual rate
of only 3.0 percent over the period.®

Almost half of both scientists and engineers in the S/E
workforce were concentrated in either of two fields in
1988. Among scientists, 47 percent were employed as ei-
ther computer specialists or life scientists; for engineers, 46
percent were either electrical/electronics or mechanical
engineers.

Employment of Women and Minorities. Approxi-
mately 13 percent of the S/E workforce were women in
1986, up from 11 percent in 1980. As a proportion of the
total workforce, however, only about 1 percent of all

’Council of Economic Advisers (1989), p. 347.
*Ibid., p. 310.

1984 1986 1988

Science & Engineering Indicators—1989

employed women were working in S/E jobs in 1986, com-
pared to almost 6 percent of all employed men.®* Women
accounted for a much larger share of employment in the
science workforce than in engineering. While almost 26
percent of scientists in the S/E workforce were women in
1986, only 4 percent of engineers were female. (See figure
O-10 in Overview.) Among scientists, women represented
42 percent of all psychologists in 1986, but only about 13
percent of the physical and environmental scientists. In
engineering, women accounted for between 3 percent of
both mechanical and electrical/electronics engineers and
almost 8 percent of chemical engineers.

Blacks accounted for only 2.2 percent of those employed
in S/E jobs in 1986. (See figure 3-9.) In the general work-
force, they represented 10 percent of total U.S. employ-
mentand almost 7 percent of those employed in the profes-
sional and related workforce.l® In contrast, Asians
represented less than 2 percent of the U.S. labor force and
only 3 percent of those in professional fields,! but almost

°U.S. BLS (1987b), p. 8.

01,8, BLS (1987a), p-179.
.S, Bureau of the Census (1983).




Figure 3-9.
Distribution of scientists and engineers employed in
S/E jobs, by race: 1986
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6 percent of all scientists and engineers. Native American
scientists and engineers represented somewhat less than 1
percent of total S/E employment; this was roughly similar
to their participation in the overall U.S. labor force.’> 1

Approximately 2.1 percent of the scientists and engi-
neers in the S/E workforce in 1986 were Hispanic.*
Roughly 6.6 percent of all employed persons were of His-
panic origin, as were 3.3 percent of those in professional
and related occupations.’

Doctoral Scientists and Engineers

Employment of those holding science and engineering
doctorates reached 419,000 in 1987, an increase of 22 per-
cent since 1981.% The employment growth of S/E doc-

1bid.
1BData for native Americans should be viewed with caution, however,
since the estimates for both scientists and engineers and for the overall
U.S. labor force are based on an individual’s own classification as to his
or her native American heritage; such perceptions may change over time.
MHispanics are a diverse ethnic group, and it would be desirable to
distinguish among Mexican Americans, Puerto Ricans, and other His-
panics, since their respective socioeconomic backgrounds and reasons for
underrepresentation may differ. Because of data limitations, however, the
resent discussion on Hispanics treats them in aggregate.
15U.S. BLS (1987a), p. 179.
15This 419,000 includes 40,500 S/ E doctorate-holders employed in non-
S/E jobs. Detailed data comparable to that for all scientists and engineers
employed in S/E jobs are not available.
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torate-holders between 1981 and 1987 slowed from that of
prior years, increasing by 3.3 percent per year versus 4.8
percent per year between 1977 and 1981.

Because scientists are more highly concentrated than
engineers in academia, where higher levels of education
are required for professional status, there is a higher pro-
portion of science doctorate-holders. In fact, scientists at
the doctoral level outnumbered engineers by about five to
one in 1987 (351,000 versus 68,000); this ratio was virtually
unchanged during the 1980s.

In 1987, doctoral women and men scientists and en-
gineers were employed in different fields. A higher pro-
portion of Ph.D. women (97 percent) than men (81 percent)
were scientists; over four-fifths of these women were in
either the life sciences, psychology, or the social sciences.
(Seefigure 3-10.) Ph.D. men, in contrast, were concentrated
in either the life or physical sciences. Within engineering,
women doctorate-holders were more likely to be con-
centrated in either electrical/electronics or materials en-
gineering; men were most likely to be employed in electri-
cal/electronics engineering.

Blacks constituted only about 1.5 percent (6,400) of all
employed doctoral scientists and engineers in 1987: this
was a slight (1.3 percent) increase over 1981. The almost
37,000 employed Asians in 1987 represented about 9 per-
cent of the total, up slightly from 8 percent in 1981. (See
figure 3-11.)

Hispanic Ph.D. scientists and engineers represented 1.6
percent of all doctoral scientists and engineers in 1987, up
from 1.4 percent in 1981. Among doctorate-holders, His-
panics were slightly more likely than all Ph.D.s to be
scientists rather than engineers.

Figure 3-10.
Distribution of employed doctoral scientists and
engineers, by field and gender: 1987
(Percent)
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Figure 3-11.
Distribution of employed doctoral scientists and
engineers, by race: 1987
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SUPPLY AND DEMAND FOR S/E
PERSONNEL—LABOR MARKET INDICATORS

The demographic employment trends discussed above
indicate that women and ethnic minorities have been
steadily increasing their representation within a rapidly
growing science and engineering workforce. These trends,
however, do not indicate whether the S/E workforce has
expanded sufficiently to keep pace with the needs of the
economy. To help assess S/E labor market balance, and
the extent to which the S/E workforce is utilizing women
and minorities, several labor market indicators can be
used. General measures of S/E supply and demand con-
ditions include:

¢ Labor force participation rates,

¢ Unemployment rates,

® S/E employment rates,

¢ Experience of recent S/E graduates,

® Recent hiring experiences of S/E employers, and

® Trends in S/E recruitment.

While no single statistic can provide a firm basis for
measuring shortages or surpluses of scientists and en-
gineers, some statistics—when analyzed together—allow
for meaningful inferences about the condition of the S/E
labor market.

Labor Force Participation Rates

The S/E labor force includes scientists and engineers
who are employed—either in or out of science and en-
gineering—and those who are unemployed but seeking
employment. The labor force is a measure of those who are
economically active and thus directly available to carry out
national efforts in science and technology. Labor force
participation rates measure the fraction of the S/E popula-
tion in the labor force. Low rates would suggest that many
of those with S/E training and skills are not using these
skills in S/E or other jobs.

In 1986, approximately 95 percent of the S/E population
was in the labor force, with scientists and engineers equal-
ly likely to be working or seeking employment. This rate
is higher than the 82-percent rate for the general popula-
tion with 4 or more years of college."”

The difference in participation rates cannot be ac-
counted for by differences in the gender composition of
the S/E versus the general population. Stratification by
gender shows that the participation rate for women in
science and engineering was about equal to that for men
(94 percent versus 95 percent), with little variation among
S/E fields. In comparison, women and men in the general
population who had completed 4 or more years of college
had participation rates of 74 percent and 88 percent, re-
spectively. Over the 1980-86 period, participation rates
increased for women scientists and engineers, rising from
90 percent in 1980; rates remained stable for men.

Black scientists and engineers reported a labor force
participation rate of 97 percent in 1986. This was slightly
higher than the 96-percent rates for both Asians and native
Americans; for whites, the rate was 94 percent. The S/E
participation rate for blacks was much higher than that for
blacks in the overall population (63 percent) or for black
college graduates (87 percent). Since 1980, the labor force
participation rate for black scientists and engineers has
remained relatively stable; for Asians, the rate has declined
from 98 percent in 1980.

Unemployment Rates

A standard measure of labor market conditions is the
unemployment rate, which measures the proportion of
those in the workforce who are not employed but seeking
work. In the 1980s, scientists and engineers have been
maintaining their labor market position, although they
have been outperformed by both the general labor force
and all professional and related workers. In 1980, the
unemployment rates for scientists and engineers were 1.6

17U.S. BLS (1987¢).




percent and 1.0 percent, respectively, compared to 2.5
percent for all professional and technical workers and 7.1
percent for the entire U.S. workforce. In 1986, the rate for
all professional and technical workers had fallen to 2.0
percent and the rate for the total workforce rose to 7.2
percent.”® S/E unemployment increased slightly faster,
rising to 1.9 percent for scientists and 1.2 percent for en-
gineers in 1986.

Comparisons by gender show that the unemployment
rate for women scientists and engineers was more than

18U.S. BLS (1987a), p. 168.

Figure 3-12.

twice that for men in 1986: 2.7 percent versus 1.3 percent.
(See figure 3-12.) The rate for S/E women was substantial-
ly lower than that for all women in the United States (7.1
percent), but similar to that for women in professional
occupations (2.3 percent) and women college graduates
(2.4 percent). Since 1980, unemployment rates for both
women and men scientists and engineers have increased
from 1.5 percent and 1.0 percent, respectively.

The unemployment rate for black scientists and en-
gineers in 1986 averaged 3.8 percent; this rate was more
than twice that for white scientists and engineers (1.5
percent) and Asians (1.8 percent), and more than three

Unemployment rates of scientists and engineers, by field and gender: 1986
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times higher than the rate for native Americans (1.2 per-
cent).

S/E Employment Rates

The S/E employment rate measures the extent to which
employed scientists or engineers have an S/E job. Reasons
for non-S/E employment include lack of available S/E
jobs, higher pay for non-5/E employment, location, or
preference for a job outside of science and engineering.

In 1986, the S/E employment rate was 85 percent (down
from 89 percent in 1980); the rate for engineers (92 percent)
was substantially above that for scientists (77 percent). (See

Figure 3-13.

figure 3-13.) Within science fields, the rates ranged from 61
percent in the social sciences and 78 percent in the com-
puter specialties to 87 percent in the environmental and
physical sciences.

Rates by Gender. Women scientists and engineers are
less likely than men to work in science- or engineering-re-
lated activities. In 1986, the S/E employment rate for wom-
en was 75 percent; that for men was 80 percent. These rates
have declined steadily for both women and men through-
out the eighties: in 1980, the rates were 87 percent and 89
percent, respectively. The somewhat larger decline for
women partially reflects their high concentrations in psy-
chology and social science—fields in which S/E employ-

Science and engineering employment rates, by field and gender: 1986
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ment rates have fallen dramatically during the eighties for
both women and men. More than one-third of women,
compared with about one-tenth of men, were in one of
these fields in 1986.

S/E employment rates for men and women vary by
field, with the widest fluctuations occurring in the scien-
ces.In 1986, the S/E employment rate for women scientists
was 72 percent, compared with 78 percent for men. In
engineering, however, therate for women (94 percent) was
above that for men.

Rates by Race. The S/E employment rate for black
scientists and engineers was 77 percent in 1986, compared
to 85 percent for whites and 88 percent for Asians. The
higher rate for Asians in 1986 reflects the relatively large
proportion of Asians who are engineers rather than scien-
tists. On average, the S/E employment rate for Asian
engineers was 95 percent in 1986, compared to 92 percent
for whites and 90 percent for blacks. The S/E employment
rate for black scientists was below that for whites and
Asians across most major fields of science except mathe-
matics: here the rate for blacks (90 percent) was above that
for both whites (79 percent) and Asians (70 percent).

Experience of Recent S/E Graduates

The experience of recent S/E graduates is another in-
dicator of the degree of market balance. In general, if the
demand for scientists and engineers is greater than the
supply at existing salary levels, the proportions of recent
graduates who obtain jobs in science or engineering will
be relatively high. Those proportions, however, vary con-
siderably by field. This section presents data from a 1986
national survey of 1984 and 1985 bachelor’s and master’s
degree recipients.

Unemployment Rates. In 1986, relatively few recent
S/E graduates were unable to find employment; only 3.7
percent of the graduates with bachelor’s degrees in sci-
ence, and 2.4 percent of those with engineering degrees,
reported that they were unemployed. For master’s degree
recipients, the rates were 2.6 percent for those with degrees
in science and 1.2 percent for recipients of engineering
degrees.

Unemployment rates were similar for men and women
at the baccalaureate level; some differences began to arise
at the master’s degree level, however. For those who re-
ceived their degrees in 1984 or 1985, unemployment rates
forrecentS/E bachelor’s recipients were 3.4 percent (men)
and 3.7 percent (women) in 1986. At this level, unemploy-
ment rates for women were below those for men in math-
ematics, the environmental sciences, psychology, and al-
most all engineering subfields. At the S/E master’s degree
level, the rate for women (3.2 percent) was almost twice
that for men (1.7 percent). With little exception, women'’s
unemployment rates were higher than men’s across all
fields.

S/E Employment Rates. S/E employment rates for re-
cent S/E graduates with master’s degrees were similar to
those for more experienced scientists and engineers, while
therates forbachelor’s degree recipients were lower.' The

NSF (1987), p. 89.
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greater opportunities for employment in science and, to a
lesser extent, engineering jobs for master’s degree-holders
may reflect the higher levels of investment in field-specific
training; fewer S/E job openings at the bachelor’s level
may indicate entry-level job requirements for advanced
degrees.

For both master’s and bachelor’s degree recipients, S/E
employment rates varied between scientists and engi-
neers. (See figure 3-14.) At the master’s level, 79 percent of
science graduates were working in S/E occupations, com-
pared with 95 percent of engineering graduates. For most
science fields, almost 90 percent of those with master’s
degrees were employed in S/E occupations; the life (81
percent) and social sciences (56 percent) were the excep-
tions. Although rates were lower for bachelor’s degree
recipients, the same general pattern prevailed. The aver-
agerate for engineers (89 percent) was substantially higher
than that for scientists (53 percent); the lowest rate was
recorded by social scientists (31 percent).

TheS/E employment rates for men generally were high-
er than those for women at both the bachelor’s and mas-
ter’s degree levels. The specific field concentrations of each
gender contributed to some of the difference in these rates.
For example, the low S/E employment rate in the social
and behavioral sciences, coupled with the concentration of
women in these fields, effectively lowered the average S/E
employment rate for women. On the other hand, the high
S/E employment rate in engineering—in which men were
predominant—had the effect of raising men’s averagerate.

Figure 3-14.
Percentage of recent science and engineering
degree recipients employed in S/E jobs: 1986
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Mobility. Substantial field mobility can be identified
at entry to the labor market, a characteristic resulting from
supply/demand adjustments and flexibility of S/E per-
sonnel. In 1986, for example, 30 percent of the recent
bachelor’s and 23 percent of recent master’s graduates
working as computer specialists did not receive their de-
grees in the computer sciences. (See figure 3-15.) Rather,
graduates in mathematics, engineering, and the social sci-
ences—responding to the job opportunities in computer
specialties—accounted for the majority of influx from oth-
er S/E fields.

Employer Shortages of S/E Personnel

Another direct indicator of S/E supply and demand
imbalances in the S/E labor market is the reported ex-
perience of employers in meeting their staffing require-
ments. An NSF survey of the industrial S/E labor market,
conducted in January 1989, found that nearly 46 percent of
the establishments in major S/E-employing industries re-
port a shortage in at least one field of science or engineer-
ing. While many establishments reported shortages, such
positions were distributed across a variety of S/E fields
and were not concentrated in a single discipline.

Science and engineering fields with the highest reported
levels of shortages were:

Figure 3-15.
Degree field of 1984 and 1985 S/E graduates
working as computer specialists in 1986
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e Electronics engineering—22 percent of employers re-
porting;

¢ Chemistry—21 percent;

® Electrical engineering, computer engineering, and
computer science—20 percent each; and

¢ Chemical engineering—18 percent.

Across all fields, 80 percent of the employers of scien-
tists, and 75 percent of the employers of engineers, re-
ported plans to hire experienced personnel rather than
new college graduates, indicating that the supply of new
graduates is less of a problem.

The equilibrium between S/E supply and demand im-
proved since the beginning of the 1980s, when at least
one-half of the employers of most engineering and com-
puter specialties subfields reported shortages.?

Engineering schools in the U.S. have reported what may
be considered serious and persistent shortages of faculty.
In 1986, almost 9 percent of authorized full-time engineer-
ing faculty positions were unfilled. Furthermore, many
institutions reported that the authorized levels would be
higher if it were possible to fill such positions.?! Shortages
of engineering faculty are grounded in the long-term de-
cline in engineering doctorates awarded to U.S. citizens,?
and the increasing demand for engineering Ph.D.-holders
in the industrial sector.

High Technology Recruitment Index

The Deutsch, Shea, and Evans High Technology Re-
cruitment Index (HTRI) is another indicator of S/E labor
market conditions. The HTRI measures the amount of
advertising space in national newspapers devoted to re-
cruiting scientists and engineers. Starting in 1975, the in-
dex measured 69. By 1979, the index had risen to 145,
reflecting the surge in S/E recruitment that occurred to-
ward the end of that decade. Following the recession in the
early eighties, the HTRI dropped to 102 in 1983, before
recovering strongly to 134 in 1984.

In the last 5 years, the HTRI has gradually declined,
registering 103 in the second quarter of 1989—the lowest
level of activity since 1983. (See figure 3-16 and appendix
table 3-11.)

Summary

The employment indicators discussed above suggest
that the labor market situation for scientists and engineers
has been favorable since the mid-1980s. For example, it can
be inferred from the relatively high participation rates and
low unemployment rates that, in 1986, there was generally
sufficient demand to accommodate the S/E labor force

2NSF (1982), p. 1.

ZINSF (forthcoming).
ZNSF (1988¢), p. 30.




Figure 3-16.
Deutsch, Shea, and Evans High Technology
Recruitment Index: 1970-88
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(including recent S/E graduates). In addition, the mod-
erate levels of shortages reported by employers in 1988 and
the declining S/E HTRI would indicate that—with the
exception of engineering Ph.D.s—the S/E labor force has,
in general, been nearly sufficient to meet the economy’s
current needs. Finally, the data indicate that women and
blacks are generally better utilized (relative to men and
whites) in engineering than in the sciences.

On the other hand, however, the balance between sup-
ply and demand for S/E personnel has been accomplished
through means other than new S/E graduates with fully
appropriate training in their occupational field. Substan-
tial occupational mobility? and increasing reliance on for-
eign-origin personnel (native-born U.S. citizens declined
from 90 percent of the S/E labor force in 1972 to 83 percent
in 1982)* have been largely responsible for the supply /de-
mand equilibrium in the science and engineering labor
market.

PROJECTED S/E DEMAND IN INDUSTRY

Over the 1988-2000 period, U.S. private industry is ex-
pected to create more than 600,000 additional jobs for
scientists and engineers.” S/E employment is projected to

BDauffenbach and Finn (1984).

#NSF (1986), p. 39.

5The projections of private industry’s requirements for scientists and
engineers used here were generated by NSF utilizing a modeling system
developed by Data Resources (DRI), a private firm specializing in eco-
nomic forecasting. NSF specified three projection scenarios—a “low,” a
“high,” and a “‘mid”—using alternative sets of economic assumptions
designed to encompass likely private sector performance during the
simulation period of 1988-2000. (See appendix table 3-1a.) Based on these
assumptions, the DRI model generated estimates of projected total em-
ployment by industry. The occupational structure applied to the total
employment projections was developed by BLS.

The scenarios are not predictions; consequently, departures from the
assumptions on which the scenarios are based may alter future outcomes
significantly. Three estimates of future requirements were prepared—a
low, a high, and a mid trend; analysis here focuses on the mid trend.
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increase by over 33 percent, nearly four times that of the
overall industrial labor force. (See figure 3-17.) Despite the
substantial growth, the projected gains in S/E require-
ments should not match past increases, due to the overall
slowdown expected in the 1990s of growth in the labor
force, total employment, and GNP.

Services-Producing Industries

The 2.5 million S/E jobs in the year 2000 are expected to
be somewhat more concentrated in services-producing
industries than were the 1.9 million S/E jobs in 1988,
because almost three-fifths of the increase in S/E jobs is
projected to be in this sector. The faster creation of S/E jobs
in the services-producing sector should continue the trend
observed since 1980. At the projected rates of growth, the
proportion of science jobs in the services-producing in-
dustries would increase from 62 percent in 1988 to almost
68 percent by 2000; the percentage of engineering jobs
would go from 35 percent to 36 percent during this period.
(See figure 3-18.)

Total job growth is expected to be very strong for almost
all of the services-producing industries through the year
2000. By that time, services-producing employment
should constitute about 70 percent of all private industry
jobs. Almost 7 million new jobs are projected to be added
to the sector between 1988 and 2000.

Figure 3-17.
Projected increase in science, engineering, and total
jobs in private industry: 1988-2000
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Figure 3-18.

Proportion of science, engineering, and total jobs
in private industry, by sector: 1980, 1988 and
projected 2000
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Jobs for scientists and engineers are expected to grow
even faster than total sector employment due to an increas-
ing share of that employment. Overall, employment in
services-producing industries is projected to be about 13
percent higher in 2000 than in 1988; S/E employment is
expected to increase by almost 44 percent. The proportion
of the services-producing workforce in S/E jobs is pro-
jected to increase during this time from 1.6 percent in 1988
to 2.0 percent by 2000, providing jobs for approximately
550,000 scientists and 600,000 engineers.

Business and Related Services. This division will be
the sector’s major provider of new S/E jobs through the
year 2000. About two-thirds of the new science positions
and three-fourths of the new engineering jobs expected to
be created in the services-producing sector will be gener-
ated in this division. (See figure 3-19.) The number of S/E
positions in business and related services industries is
expected to rise by almost 65 percent to about 740,000—
this represents 64 percent of the sector’s S/E jobs in 2000.

Growth in this division will derive from the need for
systems design and analysis and software development.
This need is expected to continue to be very strong, reflect-
ing the increasing demand for specialized systems by busi-
ness and government, as well as the proliferation of pack-
aged software for a wide variety of users. BLS projects that
heavy investment in computer-assisted design and man-

Figure 3-19.
Distribution of new S/E jobs to be created
in services-producing industries: 1988-2000
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ufacturing techniques will lead to a continuing increase in
the demand for computer specialists.?® In addition, the
development of new services should keep demand for
independent research laboratories and management and
other consulting firms very strong.

The engineering and architectural services industry—
the largest employer of engineers in the private sector—is
expected to turn around from current declines brought on
by low demand in recent years for its services by a prin-
cipal customer, the nonresidential construction industry.
The latter is projected to recover from the recent oversup-
ply of office and commercial space, and will resume mod-
est growth. Consequently, S/E job opportunities in en-
gineering and architectural services will increase.

Financial Services. S/E jobs in this division should
continue to grow faster than in most other industries. As
the growth in demand for financial services proceeds un-
abated, S/E jobs are expected to increase from 122,000 in
1988 to almost 168,000 in the year 2000, reflecting greatly
increasing use of computerized services and technological
advances.

%For an analysis of long-range economic trends and their projected
impact on employment, see Personick (1987).




Goods-Producing Industries

The goods-producing industries are projected to pro-
vide almost 1.1 million jobs for engineers and 270,000 jobs
for scientists by 2000. Like the trend observed between
1980 and 1988, there will be little if any growth in total
employment in the goods-producing sector: declines in
mining and nondurable goods manufacturing will offset
small growth in construction and durable goods manufac-
turing. Output growth in most manufacturing industries
is expected to continue at near current rates without a
coincident growth—and even (for some industries) with
declines in—total employment. The forces behind this
output growth are:

* Investment, leading to higher productivity of the
manufacturing workforce; and

® The growing quality of the services purchased from
the services-producing sector.?

Most of the increase in U.S. manufacturing S/E person-
nel should be in durable goods. (See figure 3-20.) While
employment in non-S/E occupations in this division is
projected to decline slightly over the 12-year period, S/E
jobs are expected to rise by 256,000, or 32 percent. (See
figure 3-21.) Nondurable goods industries are projected to

“Hirschhorn (1987), p. 9.

Figure 3-20.
Distribution of new S/E jobs to be created in goods-
producing industries: 1988-2000
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Figure 3-21.
Projected change in number of S/E and non-S/E jobs in
goods-producing industries: 1988-2000
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lose a substantial number of non-S/E jobs, even as growth
in output continues at or higher than current rates. Due to
occupational restructuring, however, S/E employment in
these industries should increase by about 17 percent.

Occupations

During the 1988-2000 period, the occupational composi-
tion of industry jobs is expected to change, shifting away
from production and assembly-line jobs toward profes-
sional, managerial, and technical occupations. Thus, while
industry as a whole is expected to provide approximately
9 percent more jobs between 1988 and 2000, employment
opportunities for S/E jobs are projected to increase by
about 34 percent. The disproportionaterise in S/E jobs will
result from general requirements for a higher proportion
of workers with more education than in the past, and
because the need to remain competitive will require an
increasing number of S/E workers to update product de-
signs, explore more cost-effective technology for produc-
ing goods, and develop new products.28

The S/E occupation benefitting most from these trends
has been, and should continue to be, that of computer

*For an excellent discussion of the economic factors affecting occupa-
tional pattern changes, see Silvestri and Lukasiewicz (1987). Also see
Personick (1987).




specialist. This occupation is expected to have the largest
employment gain (197,000 jobs) and the fastest growth (62
percent) of any S/E occupation. (See figure 3-22.) About
half of the employment gain for computer specialists is
projected to occur in the business services division, pri-
marily in computer and data processing services. The
remaining increase should be spread throughout industry,
as computers continue to be used more intensively by
more industrial employers. New business and defense
applications are expected to continue to be primary sour-
ces of requirements for computer specialists.

The electrical/electronics engineering occupation is
projected to have the next biggest absolute employment
gain, up by 162,000 jobs or by nearly 40 percent. This
increase is expected to be divided almost equally between
the goods- and services-producing sectors, with increases
of 84,000 and 78,000, respectively. These engineering jobs

Figure 3-22.
Projected change in number of S/E jobs in private
industry, by occupation and sector: 1988-2000
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should be primarily in the manufacturing industries pro-
ducing communications equipment, computers, and other
electronics equipment, and in the engineering and ar-
chitectural firms servicing these industries.

S/E SUPPLY OUTLOOK

Stock and Flow of the S/E Labor Market

The flows of scientists and engineers into and out of the
S/E workforce are highly complex due to the many forces
affecting them. Additionally, there is a lack of concurrent
and comparable data on all of the segments comprising
new supply to and attrition from S/E employment. To
approximate the magnitudes of S/E flows and their rela-
tive contributions to the overall stock of scientists and
engineers, data from several different sources and time
periods have been used and certain judgments exercised.
No attempt is made here to infer current or future sup-
ply/demand relationships from these data, but rather to
illustrate the relative magnitudes of these flows—insofar
as possible—from the historic data available.

These flows are highly sensitive to such factors as:

¢ S/E supply/demand conditions, including economic
growth;

¢ Defense and R&D spending;

e The population demographics, interest, and capabil-
ities affecting the number of new entrants and attri-
tion from the stock;

® Legislation and policy affecting the entry of foreign
students and immigrants; and

® Policies and laws regulating retirement ages, etc.

The data in figure 3-23 are illustrative of the relative
importance and magnitudes of the stock and the various
flows. For this analysis, the most recent available estimates
of the various stocks and rates of inflows and outflows are
used to approximate the dynamics of change in the overall
stock of natural scientists, engineers, and computer spe-
cialists (NS,E&CS) between 1985 and 1986.7

The stock of employed natural scientists, engineers, and
computer specialists in 1986 reflected:

¢ Those who remained in NS,E&CS employment from
the previous year—about 92 percent of the 1985 total;

PComparable estimates for social and behavioral scientists are shown
on appendix table 3-12. Unpublished tabulations by BLS from the 1985
and 1986 Current Population Surveys and the 1986 Occupational Em-
ployment Statistics survey were used to develop estimates of the stock of
persons employed in S/E occupations. For more information on these
surveys, see U.S. BLS (1982). Elsewhere in this chapter, 1986 data are
presented on the characteristics of persons who are classified as scientists
or engineers based on their education and experience. These data are not
strictly comparable with the information in this section, which describes
S/E occupational patterns.
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¢ Outflows of workers who left NS,E&CS employment,
i.e., those who left the labor force, switched occupa-
tions to non-NS,E&CS employment, became unem-
ployed, died, or emigrated—about 8 percent of the
1985 total; and

¢ Inflows from persons who re-entered NS,E&CS work,
recent graduates who took NS,E&CS jobs, technicians
and other skilled workers who upgraded to or ob-
tained NS,E&CS positions, and foreign scientists and
engineers.

Between 1985 and 1986, it is estimated that about two-
thirds of such inflows were required to replace workers
who left NS,E&CS employment; the remaining one-third
covered the growth in NS,E&CS jobs that stemmed from
economic expansion, increased military expenditures,
greater technological intensity, additional R&D, et al.

Outflows From NS,E&CS Employment. The total es-
timated outflow during 1985 from the employed NS,E&CS
workforce was about 8 percent of those employed as nat-
ural scientists, engineers, and computer specialists at the
beginning of the year. The remaining 92 percent of the
NS,E&CS workers stayed in NS,E&CS work and com-
prised the bulk of the NS,E&CS workforce the following
year.

Of the 8 percent of the workers who left NS,E&CS
employment, the largest outflow—over two-fifths—was
of persons changing to non-NS,E&CS occupations, fol-
lowed by persons exiting the labor force (e.g., retirees,
those returning to school, those choosing to stay at home
to rear children, etc.)—about one-third. The remainder of
the outflow included aliens previously admitted to the
U.S. and naturalized citizens who emigrated, those who
became unemployed, and those who died.* Each of these
groups (except the last) represents a possible source of
re-entrants to the NS,E&CS workforce.

% Attrition out of the labor force (except for death and emigration) was
calculated by applying occupation-specific separation rates for the 1983-
84 period. See U.S. BLS (1986), table C-1. Annual transfer rates to non-
NS,E&CS occupations were estimated from longitudinal survey data of
scientists and engineers in the 1980 population by their occupational
status in 1982 and 1984 from tabulations of unpublished NSF data pre-
pared by Dr. Robert Dauffenbach, Oklahoma State University. The trans-
fer rates do not include persons who transferred to manager/admin-
istrator jobs if these were related to the management or administration of
NS,E&CS activities. The transfer rates also do not apply to transfers
among NS,E&CS fields, but only out of the total NS E&CS workforce.
Annual death rates by sex and age are from estimates for the population
by the Bureau of the Census for the 1985-90 period applied to NSF
distributions of scientists and engineers by age and sex. The “Low
Mortality Assumption’” table was used to account for differences in racial
mix and type of employment between the general population and
NS,E&CS workers. See U.S. Bureau of the Census (1984), table B-1A.
Unemployment does notinclude the stock of unemployed in 1985, but only
the net change in unemployment from 1985 to 1986. Unemployment rates
are from unpublished BLS occupation-specific data. See U.S. BLS (1986).
Emigration rates were estimated separately for naturalized U.S. citizens
and aliens. The rates are derived from estimates of average emigration
for the 1981-85 period. See Finn and Clark (1988). The estimates for
emigration assume that there is no net emigration of natural-born citi-
zens. The data on alien S/E admissions are from the U.S. Immigration and
Naturalization Service.

Inflows to NS,E&CS Employment. Entrants are need-
ed to fill the new NS,E&CS jobs created by economic
growth and the increasing demand for NS,E&CS person-
nel. In addition, replacements must be found for people
who leave the workforce. About 260,000 of those em-
ployed as natural scientists, engineers, and computer spe-
cialists left the NS,E&CS workforce between 1985 and
1986. Analysis of the 1986 stock shows that, besides the
replacements needed for this outflow, an additional
140,000 people were hired to fill the approximately 5-per-
cent increase in total NS,E&CS jobs created between 1985
and 1986. The total estimated NS,E&CS inflows of 400,000
are equivalent to about 12 percent of the 1986 NS E&CS
stock of 3.3 million.

New U.S. citizen NS,E&CS graduates were the largest
component of the total inflow to the 1986 stock, approx-
imately 45 percent.* The second largest portion of the
inflow, 38 percent, consisted of re-entrants to the NS, E&CS
workforce of scientists and engineers who were doing
non-NS,E&CS work or who were temporarily out of the
labor force.® The recent foreign graduates of U.S. colleges
and universities and direct immigration of experienced
foreign NS, E&CS together accounted for about 10 percent
of the inflow.®® About 5 percent of the inflow were es-

timated to be persons who were upgraded to engineering
jobs.3*

3'The estimates for new bachelor’s and master’s degree graduate en-
trants are from NSF (1987); the estimates for new Ph.D. recipients are from
NSF (1988d). The data for new bachelor’s and master’s degree recipients
are for the labor force status in 1986 of 1985 graduates who were not
full-time graduate students in 1986. The data exclude foreign students
who had a foreign address at the time of the survey.

The labor force entrance rates for the 1985 graduates were adjusted
upward, based on the status of 1984 graduates in 1986. The longer
postgraduation lag time was used to provide a more realistic estimate of
the contribution of recent graduates to the NS,E&CS workforce, since
participation rates increase substantially between the first and second
year after leaving school. The data were also adjusted for an estimate of
double counting of master's degree recipients and Ph.D.s who may
already have been employed in NS,E&CS jobs while in graduate school.
Downward adjustments for Ph.D.s were made for those reporting their
major source of support in graduate school as teaching or research
assistantships, employer funds, or own earnings. The rates for employer
funds and own earnings for Ph.D.s were applied to the master’s new
entrants, as such data are not collected for them.

All bachelor’s new entrants were assumed to be first-time entrants. The
aforementioned surveys of new entrants do not include those receiving
the bachelor’s of technology degree. An estimate for bachelor’s of tech-
nology degree recipients who became NS,E&CS workers was calculated
by assuming the same labor force participation rates as for engineering
bachelor’s degree recipients and applying that rate to the 19,600 technol-
ogy degrees awarded in 1985. The resulting 16,600 new entrants are
included in the inflow to the NS,E&CS workforce.

2This proportion is the remainder of the inflow requirements for
growth and replacement after accounting for the inflows of new grad-
uates, immigrants, and worker upgrading.

PEstimates for foreigners receiving U.S. bachelor’s and master’s de-
grees are from flow rate estimates for 1981-82 from Finn (1985). Data for
foreigners with U.S. Ph.D.s are for 1985 from NSF (1988d).

%In 1982, there were about 171,000 persons employed as engineers
without a bachelor’s degree, or roughly 16.3 percent of the employed
engineering workers. See NSF (1984). These persons are loosely desig-
nated as “upgraded workers.” It is assumed that upgrading to engineer
status for meritorious non-degreed persons from among the nearly 1
million engineering technicians and other persons with S/E training
would continue at about the same rate so as to maintain their share of
total engineering jobs.




The 180,000-person inflow of new U.S. citizen NS, E&CS
graduates between 1985 and 1986 was greater than the
140,000-person increase in total NS,E&CS jobs created dur-
ing this period. The difference (40,000) is the amount that
the total outflow from 1985 exceeded the total inflow to the
1986 stock, excluding new graduates.

The Stock of Possible NS,E&CS Re-Entrants.  As noted
above, almost 40 percent of the inflow to the 1986 NS,E&CS
stock were re-entrants to the employed NS,E&CS work-
force. Included in this group are:

® Natural science, engineering, and computer science
graduates® who had delayed entering the labor force,
even though they are not, strictly speaking, re-en-
trants;

® NS,E&CS personnel who were employed in non-
NS,E&CS jobs in 1985; and

® Other NS,E&CS personnel who had not worked in
that year, including retirees from NS,E&CS employ-
ment and those who temporarily left the labor force
for child rearing or other reasons.

The size of this group cannot be estimated reliably.
There are substantial numbers of persons of working age
with formal training in science and engineering who are
not employed in NS,E&CS occupations. For example, in
the 25 years between 1961 and 1986, 3.9 million bachelor’s
degrees in the natural sciences, engineering, and computer
science were awarded in the United States, or roughly
800,000 more than the number of persons employed in
NS,E&CS occupations. However, the ability of this group
to meet exigencies of possible future shortfalls in the sup-
ply of new entrants is not known. The propensities of entry
to NS,E&CS jobs would vary substantially depending
upon the level of NS,E&CS training and experience held
by these persons, their age, their attachment to their cur-
rentemployment or other labor force status, how long they
havebeen away from NS,E&CS work, and on labor market
conditions affecting employers” willingness to hire or re-
train such qualified persons or to pay sufficient wages to
attract qualified potential re-entrants from high-paying
positions outside the NS,E&CS workforce.

Further—to the extent that the stock of potential
NS,E&CS re-entrants does not match workforce require-
ments by occupation, skills, or experience—the ability to
supply needed workers will be limited. This group merits
further study to address its contribution to the NS,E&CS
workforce.

Summary. The following summarizes the major
points of this analysis of the stock and flow of natural
scientists, engineers, and computer specialists between
1985 and 1986.

® Over the 1-year period of time, the stock was over 10
times as large as the flow. A little more than 8 percent

®For purposes of this analysis, recent graduates who are full-time
graduate students are not included in the potential pool since estimates
of their post-school employment status are made after they leave school.

80

of the 1985 NS,E&CS workforce left and just over 12
percent of the 1986 NS,E&CS were new or re-entrants.

® The most important factors in the estimated 1985
outflow were those moving to non-NS,E&CS work
(over two-fifths) and those leaving work (over one-
third). Each of the other factors—death, unemploy-
ment, emigration—accounted for one-tenth or less of
the outflow. Since the total outflow was less than 9
percent of the total stock, this means that each of these
three other outflow factors accounted for between
about 0.3 percentand 0.8 percent of the estimated 1985
stock.

¢ About two-thirds of the NS,E&CS inflows were used
to replace outflows, while the other one-third was
used for the growth in NS,E&CS employment. The
most important factors in the estimated inflows to the
1986 NS,E&CS were new U.S. citizen graduates
(about 45 percent) and re-entrants (about 40 percent).
Each of the other factors—worker upgrades, immi-
gration, and new foreign graduates—accounted for 7
percent or less of the inflow. As the total inflow was
only about 12 percent of the total stock, this means
that each of these latter three inflow sources accoun-
ted for between about 0.4 percent and 0.9 percent of
the estimated 1986 stock.

The acknowledged lack of statistical precision in proce-
dures used to estimate some of the minor factors in this
section have relatively little effect on the results, as shown
by some sensitivity testing. If, for example, the estimate for
worker upgrades (admittedly a difficult number to es-
timate given current data) is off by as much as 50 percent,
the relative impact of this group on the 1986 stock would
be between 0.4 percent and 1.1 percent—i.e., (25,000 +
12,500)/3,275,000. Similarly, the other, smaller factors for
which estimates incorporating judgment had to be used
would have minor impact even if a range of +50 percent
were used to sensitivity-test the effect of the estimating
procedures.

Given the high degree of stability of the stock of
NS,E&CS employed and the demonstrated availability of
multiple sources of supply, it is clear that substantial ad-
justments to changing supply and demand conditions in
the NS,E&CS labor market are possible. The major remain-
ing questions about such adjustments are their costs (in
terms of time and resources), whether they would be
sufficient to meet a sustained increase in demand, and how
the quality of NS,E&CS personnel would be affected.

Outlook

As long as the Nation maintains a vigorous economy,
spot shortages and surpluses in some S/E fields seem to
be unavoidable, as typified by recent shortages in some
engineering subfields and computer specialties. While
market forces generally have been able to remedy such
imbalances in the past, future corrective actions may re-
quire increased or new Federal policy measures. To meet
the anticipated increase in demand for S/E personnel in
the 1990s, several adjustments may have to occur because:



e The size of the traditional 18- to 24-year-old college-
age cohorts will decline through the early 1990s, and

® Retirements may increase due to larger proportions
of experienced S/E workers reaching 55 or older.

Shortages may not necessarily develop. Some of the gap
may be filled by increased enrollment of the 18- to 24-year
cohort as well as older students and foreigners, many of
whom remain to work in the United States. In addition,
small shifts in the percentages of students choosing to train
in S/E fields, and in the proportions of graduates who
choose to enter S/E employment fields, could provide an
adequate supply of new entrants to the S/E workforce.*

There are other adjustments that can also occur. Labor
force mobility is particularly important in instances of
tight markets when newly trained S/E entrants and S/E
personnel in the experienced pool may be induced to leave
their current fields of specialization and transfer into high-
er demand fields. This is what occurred in satisfying the
very high growth in demand for computer specialists.
There may also be fewer S/E-trained people attracted to
non-S/E jobs. Additionally, there may be delays in retire-
ments of S/E workers in response to needs for their ser-
vices; this has been the case in past engineering shortages.
Finally, employers may provide training and upgrading
of technician personnel.

What is uncertain is the magnitude of these possibly
required adjustments. Past experience indicates that these
supply movements, together with adjustments made by
employers, have been generally sufficient to meet the
growing demand for S/E personnel;” projecting ahead,
however, is much more complex. For example, although
it is known that women, ethnic minority, and older stu-
dents are a rising proportion of all undergraduates, it is
uncertain how many of them will enter S/E employment
fields. Also, while it is believed that adjustments in enroll-
ment patterns will be made in response to a growing
demand for S/E graduates, it is not clear that any adjust-
ments will be sufficient to provide an adequate supply in
the future. Further, many of the adjustments noted above
could entail substantial costs and possibly affect the
quality of the S/E workforce.

INTERNATIONAL EMPLOYMENT OF SCIENTISTS
AND ENGINEERS

The employment of scientists and engineers is a sig-
nificant indicator of the level of effort and relative national
priority for science and technology among major indus-
trial countries. While problems of comparability exist be-
cause of differences among countries in their methods of
data collection and estimation, international employment

*Hansen (1986).

¥For instance, a recent report from the National Research Council
concluded that, since 1972, a substantial portion of job openings for
engineers has been filled from pools other than the traditional supply
source of new U.S. citizen engineering recipients, and that the supply of
engineering talent has, therefore, been capable of adjusting to wide
swings in employment. See NRC (1988), pp. 37-38.

data provide meaningful insight into the relative strengths
of the S/E workforces in the United States and other
countries.

In the early to mid-1980s, the number of nonacademic
scientists and engineers employed in the United States
exceeded the combined total of those in France, West
Germany, Japan, and the United Kingdom. This result was
not unexpected, because the total U.S. population is about
the same as that of the other countries combined. Examin-
ing the number of scientists and engineers as a proportion
of each country’s total labor force showed that the United
States employed the highest percentage of scientists and
engineers, followed closely by (in descending order) Ja-
pan, West Germany, the United Kingdom, and France.
(See figure 3-24.) In all countries examined, service in-
dustries predominated among employers of scientists,
while manufacturing industries employed the largest pro-
portions of engineers.

In the United States and Japan, a quarter of the scientists
and engineers employed in manufacturing industries in
the early to mid-1980s were electrical/electronics engi-
neers. Manufacturing industries in France employed rela-
tively more civil engineers than in the other countries;
West Germany employed a relatively greater proportion
of natural scientists. A much higher proportion of Japan’s

Figure 3-24.
Nonacademic scientists and engineers per 10,000
labor force for selected countries, by gender
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scientists and engineers were employed in service and

construction industries, while scientists and engineers in Figure 3-26.
the United States were more evenly divided between man- Nonacademic scientists and engineers in selected
ufacturing/mining industries and service industries. In countries, by sector of employment

France, a very high percentage of scientists and engineers

. . (Percent
worked in the government sector. (See figures 3-25 and o
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3-26.) Scientists  ——— — SR —
. { I I I: Manufac-
In absolute terms, the United States has the largest num- United States ‘ . : | turing
ber of scientists and engineers working in R&D of any (1986) Bl construction
country. (See figure 3-27.) As a proportion of the labor France ]
. . (1982) I:.| Services
force, however, other countries now have concentrations

. Government
. Other

of R&D scientists and engineers approximating thatof the ~ West Germany
United States. In 1986, Japan'’s ratio per 1,000—6.74—was 1989)
nearly identical to that of the United States—6.62. Japan I ‘

The United States led the United Kingdom in the num- (1989 ~
ber of scientists per 1,000 total labor force (12 versus 8 per  United Kingdom
1,000) and was second to Japan in the number of engineers ey
per 1,000 labor force (18 versus 19 per 1,000) in the early

1980s. However, the U.S. ranked first among the countries Engineers
compared in the ratio both of scientists and of engineers United States
with university degrees.® In West Germany, most en-

gineers have qualifications from technical colleges.” Of France

(1982)

the reported scientists and engineers in the United

West Germany
(1985)

Japan
(1985)

%Way and Jamison (1986), p. 2.
*¥For comparability, only engineers with university degrees are used ~ Unied Kingdom
for comparisons. West German engineers trained in professional colleges (198D
generally have received more specialized and technically intensive train-
ing; university degree recipients have received broader and more aca- See appendix table 3-15.
demic engineering training.
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Figure 3-25. Kingdom, less than half have a university degree. None-
Scientists and engineers in manufacturing for theless, some of these countries may have stronger train-
selected countries, by occupation group ing in science and mathematics at the precollege level.

The United Kingdom, France, and West Germany all

(Percent) had a greater concentration of first university degrees in

0 10 20 30 40 50 60 the natural sciences in 1986 than did the United States. (See

‘ T T T T T Natural figure O-7 in Overview.) In absolute numbers, however,

gg‘é‘s’ O scientists the U.S. degree recipients were more numerous. In 1982,

(1986) Japan graduated more engineers at the bachelor’s level

thandid the U.S., but by 1983, the number of U.S. engineer-

France = Computer ing graduates was 5 percent greater due to an 8-percent

(1982) scientists increase in the number of U.S. graduates and a 5-percent

West drop in Japanese engineering degrees. The US. awards

Germany more than twice the number of engineering doctoral de-

(1985)" Electrical/ grees and more than 10 times the number of natural sci-
[l elsctronic ence doctorates than does Japan.

(‘g‘g; engineers Theage of a country’sS/Elabor force can be an indicator

of the recency of training and its future capabilities. Japan

United Industrial/ had the youngest scientists and engineers of the five coun-

Kingdom [ | meghamcal tries, including the United States: in 1985, almost half of

(1981) engineers the Japanese nonacademic scientists and engineers were

under 35 years old, and only 7 percent were 55 or older.
Computer scientists are included under natural scientists as well as This supports recent qbservahons about the hlgh outPUt
electrical/electronicengineers. ‘ of the Japanese educational system. About half the scien-
See appendix table 3-14. Science & Engineering Indicators— 1989 tists and engineers in France' West Germany, and the
United States were between 35 and 54 years old. (See figure
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Figure 3- 27
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3-28.) On average, women scientists and engineers were
younger than their male counterparts in all countries.
When all five countries were compared, the vast
majority of engineers were men, with the small proportion
of females slowly increasing. Science occupations also
were predominantly male, but with a larger percentage of
women represented. The United States, France, and the
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See appendix table 3-17.

Figure 3-28.
 Nonacademic scientists and engmeers in selected
countnes, by age group
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United Kingdom had the best records of using female
scientists and engineers (10 percent). Only 6 percent of
scientists and engineers in West Germany were women;
nearly half of these were social scientists. In Japan, women
comprised only 5 percent of the scientists and engineers.
Nearly half of these women were computer scientists.
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Financial Resources for Research and Development

HIGHLIGHTS

The Nation’s investments in research and develop-
ment (R&D) have continued to grow.

® Total R&ED investments are estimated to have increased by 44
percent since 1980 (in constant dollars), compared with an
increase of 17 percent in the previous decade. The estimated
1989 national investment reached $132 billion, or 2.6
percent of the gross national product (GNP). (See p. 87.)

® Inrecent years, the rate of increase in these R&D investments
has slowed. From 1981 to 1985, total national expendi-
tures for R&D averaged 6-percent growth per year, in
constant 1982 dollars, in contrast to an estimated 2-per-
cent annual growth between 1985 and 1989. Only R&D
performed at academic institutions shows a high
growth rate since 1985. (See p. 87.)

Except in the academic sector, patterns in R&D
funding and performance have changed little in the
1980s.

® During the 1960s and 1970s, Federal R&D funding decreased
relative to industry funding. But since 1980, Federal and
industry shares have remained steady and about equal,
at about 47 percent for the Federal share compared with
an industrial share of about 48 percent. (See pp. 87-88.)

® From 1980 to (estimated) 1989, Federal nondefense obliga-
tions declined 3 percent. While Federal obligations for
nondefense basic research increased 51 percent over the
decade, cutbacks in development (-34 percent) and ap-
plied work (-10 percent), largely related to energy tech-
nologies, account for the net decline in nondefense Fed-
eral R&D obligations. (See p. 94.)

® In the performance of R&D activities, relative sectoral shares
have remained stable. Private firms perform about 72 per-
cent of total national R&D, universities about 11 percent,
and the Federal Government about 11 percent. (See p.
88.)

® In constant dollars, academic institutions have doubled in-
vestments of their own funds in R&D since 1980. Academic
institutions received Federal support for 59 percent of
their R&D activities in 1989, down from 68 percent in
1980. As a percentage of the total R&D performed by this
sector, the institutions’ own funds grew from 22 percent
to 27 percent over the same period, and industrial funds
from 4 percent to 7 percent. (See pp. 88-89.)

® In constant dollars, performance of R&D by industrial firms
reflects aggregate national R&D patterns. From 1980 to
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1985, firms’ R&D performance grew at about 5 percent
annually; since 1985, this growth has slowed to less than
2 percent annually. (See p. 87.)

R&D investment priorities differ considerably
among the industrialized countries.

® The U.S. spends more on R&D than the United Kingdom,
Japan, France, and West Germany combined. (See pp. 3, 96.)

® Japan and West Germany both invested a larger percentage of
their 1987 GNPs in R&D (2.9 percent and 2.8 percent,
respectively) than did the U.S. (2.6 percent). Japan has now
exceeded the U.S. on this indicator for 3 years (1985-87).
(See p. 96.)

® Japan, West Germany, France, and the United Kingdom
combined invested $11 billion more than the U.S. in non-
defense R&D. Relative to GNP, Japan invested a percent-
age point more in nondefense R&D than the U.S.in 1987,
and Japan’s growth on this indicator has been rapid.
Between 1979 and 1987, the U.S. increased its non-
defense R&D/GNP ratio from 1.6 to 1.8, compared to
increases for Japan of 2.0 to 2.6, for West Germany of 2.1
to 2.6, and France of 1.4 to 1.8. (See pp. 96-97.)

® West Germany invested 15 percent of its total governmental
R&D in industrial development, compared to less than 1
percent in the United States. Japan invests heavily in ener-
gy-related R&D compared to the U.5.—23 percent ver-
sus 4 percent. (See p. 97.)

® Among broad fields of academic R&D, the ULS. invests by far
the largest proportion in the life sciences (49 percent), followed
by 16 percent in the physical sciences and 13 percent in
engineering. In these same fields, Japan invests 34 per-
cent, 15 percent, and 22 percent, respectively, of its total
academic R&D. (See pp. 98-99.)

In resFonse to shifting economic conditions and
other factors, states have increased their support of
science and technology (S&T) activities.

® Funding of R&D from the states’ own funds has more than
doubled since 1977, reaching about $769 million in 1988. The
states are involved in a variety of activities in support of
S&T, from research grant programs to provision of ven-
ture capital for company start-ups. However, total state
funding of R&D from the states’ own sources accounted
for less than 1 percent of national R&D expenditures.
(See pp. 101-102.)




This chapter discusses financial indicators of the Na-
tion’s research and development (R&D). The first section
describes broad patterns in the funding and performance
of R&D both in the current period and over the longer
term. The patterns of interest are flows of financial resour-
ces among science and engineering (S/E) funding and
performing institutions in the various sectors.!

The second section narrows the focus from total national
R&D funding and performance to a consideration of the
character of these activities—i.e., basic research, applied
research, and development. Transfers of funds among
R&D-funding and -performing sectors (government, aca-
demia, industry, and nonprofit institutions) show differ-
ing patterns for each sector across the various R&D activ-
ities and broad fields of science and engineering. Section
three provides comparisons on similar R&D topics among
the major industrialized countries.

A new, final section in this chapter presents indicators
of support for science and technology (S&T) on the state
level. A recent survey of state S&T funding agencies gen-
erated data on state agency expenditures for R&D, and
these data are compared with those from the last such
survey in 1977. The section also contains indicators of
institutional development in the supportof state-level S&T
programs, and a discussion of the different types of pro-
grams these agencies use to foster S&T-based economic
development.

NATIONAL R&D FUNDING PATTERNS

In 1989, the United States spent approximately 2.6 per-
cent of its gross national product (GNP) on R&D activities,
according to current estimates. This investment in the
discovery of new knowledge—and in the application of
knowledge to the development of new products, pro-
cesses, and services—totaled an estimated $132 billion.?

This section discusses broad patterns in the Nation’s
R&D investment—specifically, patterns among R&D fun-
ders and performers, among the standard classifications of
R&D work (basic, applied, and development), and across
various governmental socioeconomic objectives, includ-
ing defense- versus nondefense-oriented R&D.

Long-Term Trends

In constant 1982 dollars, the Nation’s R&D expenditures
have more than doubled over the past three decades, rising

"Most of the data in this chapter are financial data, and changes in
expenditures are taken as indicators of real changes in the amounts of S/E
being funded and performed in the Nation. Since no single unit of new
knowledge exists, funding and expenditure data measure monetary trans-
fers among R&D-funding and -performing institutions, but only indicate
changes in the “amount” of R&D being supported and performed. By
necessity, then, this chapter discusses science as a process or activity; it
does not discuss the results of this activity. See chapter 5 for other
indicators of scientific processes and chapters 6 and 7 for S/E output
indicators.

*Throughout this chapter, current funding or expenditure data are
presented in current dollars. Trend data are usually deflated to 1982
constant dollars using the GNP implicit price deflator, and are identified
as such. See appendix table 4-1.

from about $44 billion in 1960 to an estimated $105 billion
in 1989. (See appendix table 4-2.) Considerable structural
changes in the patterns of R&D support and performance
have accompanied this real expansion of R&D investment.

The most notable of these changes concerns the relative
roles of the Federal Government and private industry in
funding, or supporting, R&D. The Federal share of total
national R&D expenditures has fallen steadily, dropping
from 65 percent in 1960 to an estimated 47 percent in 1989.
(See appendix table 4-2.) Over the same period, U.S. firms
have increased their relative share of support for total U.S.
R&D activities from 33 percent to 48 percent. This includes
both in-house R&D and funding of R&D in other sectors.
Also, university and college support for R&D grew over
the three decades, rising from 1 percent to 3 percent of the
national total. This growth in relative share has been even
more pronounced in basic research.

R&D performance patterns have also changed, but in
different ways. In contrast to their overall increased sup-
port for R&D, private firms are estimated to have per-
formed a smaller share of R&D in 1989 than in 1960: 72
percent versus 78 percent, respectively. Research univer-
sities and colleges increased their share of R&D perfor-
mance from 5 percent to 11 percent of the national total
over the same period. This growth in R&D performed on
the Nation’s campuses has resulted from steadily rising
sponsorship of R&D work by both the Federal Govern-
ment and private industry, and from increased invest-
ments by the institutions themselves.?

Recent Trends

National investment in R&D generally rose in the
1980s—4 percent annually on the average. This growth has
slowed during recent years, however. (See figure O-19 in
Overview.) Compared to an average annual constant-dol-
lar increase of over 6 percent in total national expenditures
for R&D between 1981 and 1985, expenditures between
1985 and 1989 are estimated to grow only 2 percent per
year. Industry’s funding of its own R&D has slowed con-
siderably, from average annual growth rates of 5 percent
in the first half of the decade to an estimated less than 2
percent in the second half. (See appendix table 4-2.)
Growth in Federal in-house R&D virtually halted over the
past 4 years, down from increases of almost 7 percent per
year between 1981 and 1985.

Only R&D performed by academic institutions con-
tinued to grow strongly throughout the decade, actually
increasing its growth rates since 1985 to a 6-percent annual
average.

1989 Patterns

Funds for R&D in the United States came mainly from
two sources in 1989—private firms and the Federal Gov-
ernment. (See figure 4-1.) U.S. businesses used their own
funds to finance 48 percent of the Nation’s total investment
in R&D; the Federal Government provided 47 percent. (See

3See chapter 5 for other indicators of these trends.




Figure 4-1.
National R&D expenditures: 1989
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See appendix tables 4-2, 4-3, 4-4, and 4-5.

text table 4-1.) The remainder of 1989 R&D funding came
from universities and colleges and nonprofit institutions.

The role of private industry is larger in performing R&D
activities than in funding them. In 1989, the estimated $95
billion in R&D performed by firms accounted for 72 per-
cent of total national R&D performance. One-third of this
was financed by the Federal Government. (See appendix
table 4-2.) During the 1980s, Federal financing of R&D
performed by industry increased at an average annual rate
of 5 percent; however, this growth rate has slowed to less
than 2 percent per year since 1985 (in constant 1982 dol-
lars). Most of the strong growth in Federal Government
support for R&D in industry during the past decade was
accounted for by the Federal defense budget (discussed
further below).

Total Federal expenditures for R&D reached an esti-
mated $63 billion in 1989. (See text table 4-1.) Of this,

By performer
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® 52 percent was transferred to industry,
® 25 percent was disbursed to various Federal agencies,
® 14 percent to universities and colleges,

® 8 percent to federally funded research and develop-
ment centers (FFRDC), and

® 1 percent to nonprofit institutions. (See appendix
table 4-2.)

The third largest R&D-performing sector consists of the
Nation’s universities and colleges.* These institutions de-
pended on Federal funds for an estimated 59 percent of
their R&D activities in 1989; this is down from 67 percent

*One hundred universities account for about 85 percent of the R&D
performed by this sector. The research activities of these institutions are
discussed more fully in chapter 5.

Text table 4-1. U.S. R&D funders and performers: 1989

Funders Performers
Millions of Millions of
dollars Percent dollars  Percent

Industry .......... 64,035 48 Industry .......... 95,350 72
Federal Government 62,700 47 Federal Government 14,750 11

Universities and Universities and
colleges . ....... 3,800 3 colleges ........ 13,900 11
FFRDCs .......... 4,650 4
Nonprofits ........ 1,815 1 Nonprofits . . ....... 3,700 3
Totals ........... 132,350 100 132,350 100

Notes: Data are estimates. See footnotes appendix table 4-2.

See appendix table 4-2.
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The National Science Foundation (NSF) uses the fol-
lowing definitions in its resource surveys.

Basic research: Basic research has as its objective a
fuller knowledge or understanding of the subject under
study, rather than a practical application thereof. As
applied to the industrial sector, basic research is defined
as research that advances scientific knowledge but does
not have specific commercial objectives, although such
investigations may be in fields of present or potential
interest to the reporting company.

Applied research: Applied research is directed to-
ward gaining knowledge or understanding necessary
for determining the means by which a recognized and
specific need may be met. In industry, applied research

Definitions

includes investigations directed to the discovery of new
scientific knowledge having specific commercial objec-
tives with respect to products or processes.

Development: Development is the systematic use of
the knowledge or understanding gained from research
directed toward the production of useful materials, de-
vices, systems, or methods, including design and de-
velopment of prototypes and processes.

Obligations: Obligations represent the amounts for
orders placed, contracts awarded, services received,
and similar transactions during a given period, regard-
less of when the funds were appropriated or when
payment is required.

in 1980. (See appendix table 4-2.) Academic institutions
themselves finance a larger proportion of their R&D—
- from 22 percent in 1980 to an estimated 27 percent in 1989.
Similarly, transfers from industry to universities and col-
leges haveincreased over the same period—from4 percent
to 7 percent of the total R&D performed in these institu-
tions.

BASIC RESEARCH, APPLIED RESEARCH,
AND DEVELOPMENT

Each of the sectors fund and perform basic research,
applied research, and development to varying degrees.
(See “Definitions,” this page.) Different sectors dominate
in these R&D work categories:

¢ Industry in both funding and performing development
and applied research,

¢ The Federal Government in funding basic research,
and

¢ Research universities in performing basic research.

The following sections discuss patterns and emphases
by character of work among these sectors and other fun-
ders and performers of R&D.

Broad National Patterns

While the Nation’s total investment in R&D has grown
significantly, the relative emphasis of this investment
among basic and applied research and development has
changed hardly at all. Since 1960, the proportions of total
R&D devoted to these types of activities have shifted only
marginally:

¢ Development has fluctuated between 63 percent and
69 percent;

The growing transfer of funds for R&D from industrial firms to
universities and colleges is discussed more fully in chapter 5.

¢ Applied research, between 21 percent and 24 percent;
and

® Basicresearch, between 9 percent and 14 percent. (See
appendix tables 4-2, 4-3, 4-4, and 4-5.)

In 1989, private firms performed 85 percent of develop-
ment, followed by Federal in-house laboratories, which
performed 11 percent. (See figure 4-2.) Firms also per-
formed most of the applied work (72 percent); the academic
sector and Federal in-house laboratories were each respon-
sible for 12 percent of the total. Half of the basic research
was performed by universities and colleges; of the re-.
mainder, 18 percent was conducted by firms, and 12 per-
cent each by in-house Federal Government laboratories
and FFRDCs.

Federal Obligations for R&D

Federal R&D funding patterns since 1980 clearly reflect
government investment priorities. Development grew by
52 percent (in constant dollars), mainly due to defense-
related work. (See text table 4-2.) Basic research obligations
(see “Definitions,” this page) increased 44 percent, ex-
emplifying continued commitment to a strong Federalrole
in this area. Federally funded applied research has de-
clined 7 percent during the decade. This adheres to stated
policy that private industry can—except in national de-
fenseand space-related programs—respond to market for-
ces better than the Federal Government in making R&D
investment decisions.®

Patterns of Federal Agency Support. Federal obliga-
tions data collected from agency budgets reveal (1) the
relative emphases of the character of work supported by
the different agencies, and (2) the specialized relationships
that have developed over the years between the agencies
and the actual performers of the R&D. The data also show

®See also Office of Science and Technology Policy (1989).




Figure 4-2.
National R&D, by funding and performing sectors and character of work: 1989
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Text table 4-2. Federal obligations for defense and
nondefense R&D, by character of work: 1980-89

Percent
1980 1989 change
Billions of constant 1982 dollars

TotalR&D .. ............ 35.2 47.7 36
Basic research ........ 55 8.1 47
Applied research ... .... 8.2 7.4 -10
Development ......... 21.5 32.1 49
Defense R&D ........... 16.5 29.7 80
Basic research ........ 0.6 0.7 17
Applied research ....... 2.0 1.9 -5
Development ......... 13.8 27.0 96
Nondefense R&D . ....... 18.7 18.1 -3
Basicresearch ........ 4.9 7.4 51
Applied research . ...... 6.1 5.5 -10
Development ......... 7.7 5.1 -34

Note: Data for 1989 are estimates.
See appendix table 4-13.
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that, over time, Federal support for R&D activities is be-
coming increasingly concentrated in fewer agencies.

The Department of Defense (DOD) dominated Federal
support of developmental work, accounting in 1989 for 84
percent of these Federal obligations. (See figure 4-3.) Ob-
ligations of the National Aeronautics and Space Admin-
istration (NASA) and the Department of Energy (DOE)
provided most of the remainder of this category of Federal
support (6 percent and 7 percent, respectively). Develop-
ment supported by all other agencies (3 percent) has de-
clined absolutely over the decade. (See appendix table 4-6.)

Federal support of applied research is less concentrated
across the agencies than is development. (See figure 4-4.)
DOD obligated $2.4 billion for applied research in 1989, or
26 percent of the total; the National Institutes of Health
(NIH) accounted for 19 percent; DOE, 10 percent; and
NASA, 18 percent. Together, these four agencies obligated
67 percent of total Federal obligations for applied research
in 1980 and 73 percent in 1989. (See appendix table 4-6.)

NIH accounted for the bulk—38 percent—of total
Federal support of basic researchin 1989, followed by NSF,
17 percent; NASA, 13 percent; DOE, 12 percent; DOD, 9
percent; and the Department of Agriculture (USDA),
5 percent. (See figure 4-4.) The six agencies accounted for
93 percent of Federal obligations for basic research in 1980
and 95 percent in 1989. (See appendix table 4-6.)

Federal Intramural Laboratories. Overall, Federal
agencies perform 24 percent of the R&D indicated by their
budgetary obligations.” In 1989, these in-house R&D ac-

7All intramural obligations data include administrative costs of the
R&D programs.

Figure 4-3.
Federal obligations for development, by
agency: 1980-89

(Million constant
1982 dollars)

30,000
25,000 t R
DOD
20,000 | E
15,000 E
10,000 J
5,000 | -
o~
NASA > — — _DOE
= T~ - .=
Other ™= — S e ==t
| 1 1 1 | 1 | ) 1
1980 1982 1984 1986 1988
See appendix table 4-6. Science & Engineering Indicators—1989

tivities were estimated to cost nearly $15 billion.® (See
appendix table 4-7.) Obligations to federally run labor-
atories have increased annually, on the average, by 2.8
percent for basic research and 4.7 percent for development
since 1980, though since 1985 this growth has slowed
considerably. Between 1988 and 1989, only NASA ex-
perienced a positive growth (in constant dollars) in in-
tramural basic research funding. (See appendix table 4-8.)°

®Transfers among Federal agencies are included in these data, but are
not identified separately here. .

9 Appendix table 4-8 shows an increase for intramural research by the
National Science Foundation. However, NSF may not, by law, operate
laboratories. NSFintramural funding includes transfers to other agencies,
especially to the Department of the Navy for support of NSF Antarctic
programs.




Figure 4-4.
Federal obligations for research, by agency: 1980-89
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Federal agency expenditures on basic research per-
formed in-house were estimated at $2 billion. NIH sup-
ports most of its in-house basic research at its laboratories
in Bethesda, Maryland. In 1989, this activity cost about
$630 million; this was 16 percent of NIH's basic research
budget and 28 percent of the Federal total for intramural
basic research. (See appendix table 4-9.) The other two
significant funders and performers of intramural basic
research are NASA (22 percent of the total in 1989) and
USDA (15 percent). The Department of Defense financed
12 percent—or $278 million—of the Federal Government’s
in-house basic research in 1989, but this was a decrease
both in deflated dollars since 1984 ($303 million) and rela-
tive to other agency shares. (See appendix table 4-8.)

Federal intramural laboratories in 1989 performed over
five times more applied research and development than
basic research—§$12.5 billion versus $2.3 billion. (See ap-
pendix table 4-9.) DOD and NASA, for example, together
accounted for 75 percent of total Federal obligations for
in-house R&D; and most (69 percent) of this was for ap-
plied research and development. Laboratories operated by
Federal agencies are overwhelmingly devoted to knowl-
edge discovery or application focusing on the Nation’s
defense and space policies.

A significant portion (40 percent) of the Federal in-
tramural applied research total is provided by a group of
smaller, specialized agencies with important R&D mis-
sions. (See appendix table 4-9.) The contributions of these
agencies’ in-house R&D tends to be obscured by the rela-
tively large R&D intramural obligations of DOD, NIH, and
NASA. These smaller agencies and programs include:

® The Agricultural Research Service and Cooperative
State Research Service of USDA,

® The Geological Survey of the Department of the Inte-
rior,

¢ The National Oceanographic and Atmospheric Ad-
ministration of the Department of Commerce, and

® Medical sciences research in the Veterans Administra-
tion.

Distinctive R&D Agency-Performer Patterns. Distinc-
tive patterns of support among Federal funding agencies
and different types of R&D performers have developed
over the years. For example, total Federal R&D obligations
to FFRDCs is dominated by funding from DOE and DOD.
(See text table 4-3.) Likewise, DOD, NASA, and DOE
maintain ongoing specialized relationships for applied
research with industrial firms and FFRDCs administered
by either universities, industry, or nonprofit institutions.
NIH, in contrast, expends the bulk of its applied research
and development funds at nonprofit institutes and the
research hospitals of the academic sector.

As for basic research, different agencies and different
performing sectors play relatively larger roles than in ap-
plied research and development. The largest performer of
basic research (in terms of total agency basic research
obligations) is universities and colleges (52 percent); this
sector is primarily funded by NIH (50 percent), NSF (24
percent), and DOD (10 percent). DOE, as in its support of




Text table 4-3: Federal R&D obligations, by agency and performing sector:
1989

Performer total
Federal Primary funding  Secondary
Performer obligations source funding source
Millions of
dollars Percent Percent
Total R&D
Intramural laboratories ............ 14,745 DOD 62 NASA 13
Industriatfirms ................ ... 29,184 DOD 86  NASA 8
FFRDCs admin. by industry ........ 1,923 DOE 79 DOD 17
Universities & colleges ............ 8,167 NIH 49 NSF 17
FFRDCs admin.by U&C . .......... 3,638 DOE 55 DOD 24
Other nonprofit institutions ......... 1,706 NIH 51 DOD 16

FFRDCs admin. by nonprofits . . . .. ..

Basic research
Intramural laboratories ............
Industrialfirms . ..................
FFRDCs admin. by industry ........
Universities & colleges ............
FFRDCs admin. by U&C ...........
Other nonprofit institutions .........
FFRDCs admin. by nonprofits .. ... ..

Applied research
Intramural laboratories ............
Industrial firms . ............o 0.l
FFRDCs admin. by industry ........
Universities & colleges ............
FFRDCs admin. by U&C ...........
Other nonprofit institutions .........
FFRDCs admin. by nonprofits . .. ...

Development
Intramural laboratories ............
Industrial firms .. .............. ...
FFRDCs admin. by industry ........
Universities & colleges ............
FFRDCs admin.by U&C ...........
Other nonprofit institutions .........
FFRDCs admin. by nonprofits . . . . ...

528 DOD 83 DOE 14

278 NiH 28 NASA 22
1,267 NASA 59 DOD 15
142 DOE 93 NiH 3
5,308 NIH 50 NSF 24
1,101 DOE 70 NASA 18
734 NiH 73 NSF 12

15 DOE 91 DOD 6

3,505 DOD 27 NASA  2i
2,150 DOD 47 NASA 33
316 DOE 62 DOD 19

2,118 NiH 51 DOD 12
585 DOE 57 NASA 26
527 NIH 49  NASA 9

73 DOE 60 DOD 20

8,971 DOD 88  NASA 7
26,374 DOD 9N NASA 5
1,465 DOE 82 DOD 18
741 DOD 45 NIH 37

1,952 DOE 46 boD 41
445 DOD 47 NiH 17
441 DOD 96 DOE 4

Note: Data are estimates.
See appendix table 4-9.

applied research and development, obligates most—=84
percent, or $774 million—of its basic research funds to
FFRDCs under contract with universities. Federal obligations
for basic research in private firms are concentrated in the
budgets of NASA and DOD. NASA is especially atypical
in its reliance on private firms for basic research, account-
ing for 59 percent of that sector’s total Federal basic re-
search obligations.

Federal funding of basic research in industry has been
cyclical over the long term. (See appendix table 4-10.)
During the past two decades, total Federal funding of basic
research in private firms declined to constant-dollar lows
of $206 million in 1975 and $271 million in 1982. The
overall trend in the 1980s has been positive, with Federal

Science & Engineering Indicators—1989

financing of industrial basic research increasing about 3.5
percent per year in real terms.

These recent increases have not been related to growth
in DOD expenditures, however: DOD transfers toindustry
for basic research have actually decreased annually 3 per-
cent during the 1980-89 decade. Rather, the increases are
due to growing support for industrial basic research from
NASA (3 percent per year since 1980), NIH (10 percent),
DOE (15 percent), NSF (15 percent), and all other agencies
(12 percent).

Field of Science and Engineering. Federal obligations
for research, distributed across the broad fields of science
and engineering, have generally increased in basic re-
search and decreased in applied research over the past 10




years. (See appendix tables 4-11 and 4-12.) In basic re-
search, only obligations for the social sciences have de-
creased, down about 38 percent since 1980. The environ-
mental sciences have increased at the slowest rates: about
2 percent per year, on the average, since 1980. As a result
of these annual incremental changes, the relative shares of
Federal obligations to basic research in certain fields have
shifted. For example, obligations in the life sciences in-
creased from 44 percent to 47 percent of the total, those in
environmental sciences dropped from 11 percent to 9 per-
cent, and the social sciences declined from 3 percent to 1
percent.

Applied research obligated in Federal agency budgets
haslost favor during the 1980s; the exceptions to this trend
have been mathematics and computer science, which have
grown by nearly 9 percent per year. (See appendix table
4-12.)

Federal Defense and Nondefense Obligations

Most R&D obligations of the Federal Government are

for defense. In fact, in 1989, an estimated 65 percent of total
Federal obligations for R&D were earmarked for this pur-
pose. (See appendix table 4-13.) Between 1980 and 1989,
Federal R&D obligations for defense increased by 80 per-
cent. (See text table 4-2 and figure O-5 in Overview.)
- Defense-related increases in federally funded R&D have
been led by investments in developmental work—mainly
for new weapons systems—throughout the 1980s. These
investments have nearly doubled in constant dollars. De-
fense basic research has also experienced real growth—17
percent over the decade—but is less than 1 percent of total
defense R&D.

In contrast, nondefense R&D obligations of the Federal
Government display a declining pattern over the decade.
A 34-percent decrease in development funding (mainly in
energy-related technologies), combined with a parallel
7-percent decrease in applied work, resulted in decreased
total Federal obligations for nondefense R&D of 3 percent.
This decline was not offset by increases in basic research
investments of 51 percent.

. Independent Research and Development

A unique program of the Federal Government for the
support of R&D is independent research and development
(IR&D). IR&D consists of in-house and extramural R&D
carried out by private contractors on projects they them-
selves choose in anticipation of the Government’s defense
and space needs. The Federal Government allows contrac-
tors to recover a certain level of their IR&D costs as over-
head charges allocated to Federal contracts (both R&D and
procurement) on the same basis as general and administra-
tive costs.”” Only NASA and DOD are significant par-
ticipants in the program.

Following a DOD technical evaluation of company R&D plans, each
major contractor negotiates an advance agreement on the size of its IR&D
program. DOD negotiates for all agencies, and the negotiations result in
both a ceiling for the contractor’s IR&D allowable expenditures and a
percentage of these costs that the Government will reimburse. Companies
regularly exceed their ceilings, but may not charge these costs to govern-
ment contracts.
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In1987,industrial firms were estimated to have incurred
$4.7 billion in IR&D costs, of which the Government reim-
bursed $2.2 billion, or 46 percent. (See figure 4-5.) Ne-
gotiators for industry have successfully increased this per-
centage, which was about 39 percent in 1978."

As a proportion of R&D support by DOD and NASA,
IR&D has recently decreased. (See appendix table 4-15.)
After an increasing trend earlier in this decade, reaching
11.4 percent in 1984, IR&D as a percentage of total support
for industrial R&D by the two agencies had fallen to an
estimated 8.5 percent in 1987. Moreover, both the absolute
IR&D costs incurred by industry and the absolute amounts
reimbursed by the Government turned down in 1987 over
1986. NASA’s reimbursements decreased sharply in 1986
following the Challenger accident, when many NASA
R&D programs were delayed.

""The Federal Government has encouraged industry-university co-
operation by allowing higher ceilings for IR&D in firms that were able to
demonstrate increased interaction with universities using IR&D. See NSB
(1985), pp. 43-44.

Figure 4-5.
IR&D costs and reimbursements: 1976-87
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Federal R&D Support by National Objective

The Office of Management and Budget identifies 16
budgetary categories, or “functions,” that contain Federal
R&D programs.’? These are the functions in which the
Federal Government has established national policy objec-
tives as reflected in Federal spending documents.

Five functions are estimated to dominate Federal R&D
obligations in 1990, accounting for 93 percent of Federal
R&D obligations:

® National defense—65 percent (see “Federal Defense
and Nondefense Obligations "’ discussion, above),

® Health—12 percent,

® Space research—9 percent,

® General science—4 percent, and

® Energy—3 percent. (See figure 4-6.)

Three other functional areas of Federal concern each
account for between 1 percent and 2 percent of R&D
obligations: transportation, natural resources, and agricul-
ture.

The nondefense portion of Federal R&D obligations is
dedicated to the functions of health (35 percent), space (26
percent), general science (11 percent), and energy (10 per-
cent). In Federal funds for basic research only, health (41
percent) and general science (23 percent) predominate.
(See figure 4-6.)

The relative shares of Federal R&D funds devoted to
these various functional areas have changed over the dec-

2For definitional details, see NSF (1989b).

BBy definition, virtually no applied or development work appears in
the “general science’” budgetary category. In contrast, health and space
research each account for about 7 percent of applied and development
work combined.

Figure 4-6.
Federal R&D funds, by budget function: 1990

National defense—65%

Other—7%
Energy—3%
General science—4%

Space—9%
Health—12%

Total research and development

See appendix tables 4-16 and 4-17.

ade. Federal funding for energy R&D declined from 12
percent of total obligations in 1980 to 3 percent in 1990. (See
appendix table 4-16.) Most of this decrease over the decade
reflected Federal policy to leave applied and development :

work in commercial energy technologies to the private
sector.

Industrial R&D™

Support for basic research in industry comes largely
from companies’ own funds; in 1986, 81 percent of basic
research expendltures were estimated to have come from
companies” own financial resources. (See appendix table
4-18.) The remainder came from the Federal Government.
These relative shares have changed little over the past two
decades.

Federal funding of industrial basic research is concen-
trated in two industries. In 1986, about 54 percent of all
industrial receipts from the Federal Government for this
work were located in the electrical equipment (Standard
Industrial Classification—SIC—code 36) and transporta-
tion (SIC 37) industries, the latter of which includes aircraft
and missiles. (See appendix table 4-18.) Most (52 percent)
Federal support of basic research within the electrical
equipment industrial group was in communication equip-
ment firms (SIC 366), but firms’ own funding domlnated
this industrial group.

In transportation equipment, however, the pattern was
reversed. Federal funding for basic research dominated in
both the group overall and in the aircraft and missiles
subgroup, providing 55 percent and 65 percent, respec-
tively, of the funding. Overall, 85 percent of all basic
research in transportation was located in aircraft and

“Industrial R&D is discussed in greater detail in chapter 6.

" Health-—43%

' ,Nationaly‘defense-—s%f .

‘Other——é% <
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missiles, underlining the relatively small amount of basic
research (i.e., some $46 million) performed in the United
States in nonaviation transportation.

Available estimates on large industry groups reflect the
R&D funding patterns and missions of the Federal Gov-
ernment. Across all industries, the ratio of basic research
to applied research to development was approximately
1:6:24. (See appendix table 4-18.) Ratios among these types
of R&D work are different, however, when broken out by
source of funds (Federal versus industry funds) and by
large industry group. NASA’s and DOD’s mission fund-
ing in the aircraft and missiles group (SIC codes 372 and
376), for example, is reflected in the ratio of Federal Gov-
ernment funding in this industry of 1:10:66; industry’s
own funding ratio is 1:13:36. In all three categories of R&D
work in the aircraft and missiles subgroup, Federal fund-
ing accounted for more than 50 percent of the industry’s
total performance in 1986.

INTERNATIONAL COMPARISONS
R&D Funding as a Percentage of GNP

R&D expenditures as a percentage of GNP has become
one of the most widely used indicators of a country’s
commitment to scientific knowledge growth and develop-
ment. The industrialized nations of France, West Ger-
many, Japan, the United Kingdom, and the United States
have maintained an R&D/GNP ratio of between 2 percent
and 3 percent throughout the decade of the 1980s. Dif-
ferences in emphases among these countries in the types
of R&D investments become clear, however, when they
are disaggregated.”

The funding of R&D as a percentage of GNP has in-
creased in the major industrialized countries over the past
10 years. (See appendix table 4-19.) The approximate 2.6-
percent R&D /GNP ratio of the United States has increased
by at least half a percentage point (although it decreased
in 1984 and 1985). (See figure O-2 in Overview.) The
growth in this indicator, however, has not kept pace with
the same indicator in Japan and West Germany, both of
which now invest a larger percentage—2.9 percentand 2.8
percent, respectively. Both of these countries have now
exceeded the U.S. on this indicator for 3 years (1985-87).

Defense and Nondefense R&D Expenditures

Nondefense R&D expenditures as a percentage of GNP
in both Japan and West Germany exceeds that of the
United States. The Japanese spend a full percentage point
more of their GNP on nondefense R&D (see figure O-3 in
Overview); West Germany spends eight-tenths of a per-
centage point more. Furthermore, this ratio has been grow-
ing faster during the eighties in other countries than in the
United States. Between 1980 and 1987 (the last year for
which comparable data are available), countries increased
their nondefense R&D/GNP ratio as follows:

BDetailed and more extensive data can be found in NSF (1989c).
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® US,, from 1.7 percent to 1.8 percent;
® Japan, from 2.2 percent to 2.8 percent;
® West Germany, from 2.3 percent to 2.6 percent; and

® France, from 1.4 to 1.8 percent. (See appendix table
4-20.)

The United States spent approximately $68 billion on
nondefense R&D in 1987, compared with $39 billion in
Japan and $18 billion in West Germany.'* The United
Kingdom and France invested about $10 billion to $11
billion each. (See appendix table 4-20.) The growth in these
investments in Japan has outstripped that in the other
industrialized countries. Between 1980 and 1987, for ex-
ample, Japan’s nondefense R&D grew by 69 percent (in
constant dollars) compared to U.S. growth of 21 percent.
Comparable percentage increases were 43 percent in
France and 27 percent in West Germany.

1%See appendix table 4-20 for details on conversion of national curren-
cies to dollars.

Figure 4-7.
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Figure 4-8.

Government budget appropriations for R&D, by socioeconomic objective: 1987
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See appendix table 4-22.

In 1987, the U.S. invested approximately $11 billion less
than Japan, West Germany, the United Kingdom, and
France combined in nondefense R&D. On the other hand,
in total R&D including defense, the U.S. invested $15 billion
more than these four nations combined.

Basic Research Versus Total R&D

The United States and Japan devote about the same
proportion of their R&D investments to basic research: 12
percent and 13 percent, respectively, in 1986. (See figure
4-7.) France spends about one-fifth of its total R&D on basic
research, compared to 18 percent (in 1985) for West Ger-
many.

R&D by Socioeconomic Objective

The relative shares of countries” R&D appropriations
reflect striking differences in areas of national interest. In
the United States, 69 percent of the total Federal invest-
ment in R&D is devoted to national defense, compared to
50 percent in the United Kingdom, 34 percent in France, 13
percent in West Germany, and 5 percent in Japan. (See
figure 4-8.) The United States Government also stands out
for its investments in health-related R&D (12 percent); this
emphasis is especially notable in R&D performed in aca-
demic and similar institutions. (See “‘Fields of Academic
R&D” discussion, next page, and appendix table 4-22.)
About 4 percent of Government appropriations for R&D

Energy Health

]

Defense
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in the U.S. are connected with national objectives related
to energy and the general advancement of knowledge.”

Japanese Government appropriations for R&D are in-
vested relatively heavily in general university research
(about 50 percent for “advancement of knowledge” and
“general university funds”—GUF—combined). The Jap-
anese also spend about 23 percent of their governmental
R&D funds on energy-related R&D, reflecting the coun-
try’s concern with its heavy dependence on foreign sour-
ces of energy.

The Government of West Germany invests heavily in
R&D related to industrial development—15 percent of its
total 1987 investment versus 11 percent in France, 5 per-
cent in Japan, and 0.2 percent in the United States. The
small proportion of U.S. investments in industrial devel-
opment reflects a long-standing policy of the U.S. Govern-
ment to rely on private sector investment decisions in this
area.

“In the U.S,, “advancement of knowledge” is a catch-all budgetary
category for basic research unrelated to a specific national objective.
““General university funds,” which contain some basic research funds,
cannotbe separately distinguished in the United States. See, however, the
“‘Fields of Academic R&D” discussion, next page, and Martin, Irvine, and
Isard (forthcoming).




Differences in R&D-performing institutions, and dif-
ferent institutional accounting practices, confound ef-
forts to compare different countries’ R&D investments
and emphases. This is particularly true in the case of
academic R&D, which comprises hundreds of different
accounting systems.

A recent analysis performed at the Science Policy
Research Unit (SPRU) in Sussex, England, and jointly
sponsored by NSF and Britain’s Advisory Board for the
Research Councils permits international com-
parisons—by field—of academic and academically re-
lated research (Martin, Irvine, and Isard, forthcoming).
These research activities are closely tied to the growth
of disciplinary public knowledge commonly published
in the scientific literature. Because it plays such an
important role in social and economic progress, the
growth of such knowledge is widely viewed as critical
in national R&D investment strategies.

In the United States, a particularly thorny problem in
collecting data on academic R&D concerns general uni-
versity funds (GUF). U.S. universities have been in-
creasing their own funding of R&D, but what propor-
tion of these GUF funds support R&D? The data
describing university support for R&D elsewhere in this
chapter do not include GUF that support R&D and are
not identified by the universities as support for specific
research projects. (See appendix tables 4-2 and 4-5.) This
issue arises particularly in the case of public univer-
sities, which receive general appropriations from state
governments and then distribute them among different
activities, including some research activities.

The SPRU analysts produced an estimate of support
for academic research otherwise subsumed in GUF as
follows. Using the percentage of work time that faculty
spend on research, they calculated a “faculty-salary”
contribution in GUF. This GUF contribution to aca-
demic research support involved multiplying the num-
ber of faculty in public universities by a coefficient
derived from the percentage of time academic faculty

Fields of Academic R&D

spend on research, and multiplying the resulting ‘“‘re-
search full-time equivalent personnel”” by average 9-
month salaries, including fringe benefits. To generate
broad field estimates, the analysts then distributed their
total estimate across fields according to the distribution
of academic staff in the different fields. Thus, in the
SPRU analysis, academic R&D financed by university
funds consists of the GUF faculty-salary contribution,
plus other institutional funds set aside specifically for
research.

The U.S. academic and academically related R&D
support in figure 4-9 and appendix table 4-23 thus.
consists of three parts. (Details of the equivalent num-
bers for other countries can be found in Martin, Irvine,
and Isard, forthcoming,.)

1. University support for research:
¢ Institutions” own funds set aside specifically for
research, and
* The GUF contribution discussed above.
2. Separately budgeted academic research:
¢ Federal, state, and local current and capital R&D
expenditures on campuses;
¢ Federally financed fellowships; and
* An estimate of project management costs borne by
the Federal funding agency.
3. Academically related research:
¢ Activities of the 19 FFRDCs administered by uni-
versities (in 1987) that relate to provision of central
facilities for academic researchers, and
¢ Intramural research of the NIH. For other countries
in the analysis, this last category includes research
council establishments of the type common in Eur-
opean countries, as well as various agricultural and
medical institutes, especially those with a role in
postgraduate training. Examples include the Max-
Planck Institutes in West Germany and
laboratories of France’s Centre National de la Recher-
che Scientifigue (CNRS).

STATE-LEVEL SUPPORT FORISSCIENCE
AND TECHNOLOGY

Indicators of recent increased state-level support for
science and technology are of two types:

® New organizations in state governments established
specifically for the development of science and tech-
nology, and

* Increased state funding for S&T-related activities, in-
cluding R&D.

184S&T" is used in this section to emphasize the broad range of state
activities in the support of economic development based on science and
technology.
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The following sections present data and analysis from a
recent survey of the state S&T agencies in 13 states, and
state R&D expenditure data from a special national sur-
vey.

History

In recent years, much publicity has accompanied the
creation of new state S&T programs designed to enhance
the states” technological and competitive capacities. The
history of state programs supporting S&T can be divided
into three periods characterized by particular underlying
economic, sociological, and political forces.

From the Morrill Act to 1980. The first phase in the re-
lationship between states and S&T began when President




The SPRU analysis shows that all of the countries
emphasize the life sciences in their academic research,
with the U.S. devoting almost half its academic support
in this broad field. (See figure 4-9.) The U.S. also stands
out in its investment of larger absolute amounts of
financial resources across all broad S/E fields. (See
appendix table 4-23.)

France emphasizes the physical sciences, investing 30
percent of its total academic R&D. Other European
countries also invest more in the physical sciences rela-
tive to the United States and Japan. The Japanese stand
out in their relatively strong support of academic R&D
in engineering, though the U.S. spends absolutely more
than twice as much as Japan in this category.

Environmental
sciences

Physical
sciences

Engineering

Note: Data are preliminary.
See appendix table 4-23.

Figure 4-9.
Academic and academically related research, by field and country: 1987
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Lincoln signed legislation establishing the U.S. De-
partment of Agriculture. In 1862, the Morrill Act granted
the states Federal land for the establishment of what later
became known as the “land grant” colleges and univer-
sities. Since then, virtually all states have been active in the
support of new knowledge development in agriculture
and the dissemination of this knowledge to agricultural
users. The Federal Government contributed to this in-
stitutionalization through:

® USDA’s Agricultural Research Service, with its net-
work of research facilities throughout the Nation;

e The Cooperative State Research Service; and

¢ The Agricultural Extension Services.

With the expansion of the land grant universities, a
model evolved for cooperation of the Federal, state, uni-
versity, and industry sectors in the support of S&T-based
economic development.

A second phase for state S&T interests was initiated short-
ly after World War II, when existing programs were eclipsed
by the rapid growth of Federal S&T programs and agen-
cies. Federal support of science and technology—especial-
ly for defense, space, and health-related objectives—had
considerable impact on states and regions. Federal funds
for research and the education of veterans contributed to
the very rapid growth of institutions of higher education,
and some schools began to emerge as significant national
researchinstitutions. Regionalinstitutions, including tech-
nical institutes and most land grant schools, expanded




their engineering programs. They also frequently devel-
oped special relationships with local industries. Or-
ganized research units proliferated on campuses, sep-
arated from traditional disciplinary departments.” These
new research units usually had a more applied orientation
than the academic departments.

Industries—particularly those performing defense and
space work—were attracted to the supply of talent at
universities or at specialized government installations
(e.g., California, Texas, and Florida for space programs;
California, Massachusetts, and Washington for defense
programs). By locating businesses in these areas, con-
centrations of regional development emerged. At least one
state, North Carolina (which established its Board of Sci-
ence and Technology in 1963), explicitly intended to re-
create the conditions underlying other regional develop-
ment patterns by capitalizing on a network of public and
private universities around Chapel Hill in what has be-
come known as the “Research Triangle.” Thus, a state’s
strong tradition of public support for education was chan-
neled into an outright effort to bring together in one region
the academic expertise of several universities for the pur-
pose of high-tech development.

Concurrently, a brief flurry of state activities in support
of S&T occurred in the 1960s. Under the State Technical
Services Program of the U.S. Department of Commerce,
some states created S&T commissions and foundations,
and some appointed science advisors to the governor. In
the 1970s, NSF, through its Intergovernmental Science and
Technology Program, supported the formation of organ-
izations to provide S&T information to state governments.
It also helped to establish state S&T advisors and boards,
which were often located in legislative branches. Although
a few of these offices survive, they are separate from the
new, action-oriented institutions discussed below, most of
which are executive branch agencies and some of which
are in the governor’s office itself.

The 1980s. A third phase in state support for S&T
started in the early 1980s.’ States began establishing agen-
cies to promote 5&T development, and by 1988 at least 38
states had such offices.”!

Several factors underlie this growth of state-level in-
stitutions for S&T. First, economic dislocations in some
states forced them to search for models for economic
growth based on S&T. For example, some states in the
Midwest and Northeast faced declines in their traditional
“smokestack’” industries and turned their attention to an
existing resource—research universities—as the center-
piece of new economic development policies. This practice
was aimed at:

¢ Creating and attracting knowledge-intensive indus-
tries to replace those declining because of new tech-
nologies, reduced markets, or foreign competition;
and

'*NSB (1985), pp. 109 and 282.

®This and the following sections rely heavily on Lambright, Price, and
Teich (forthcoming). The study focused on “‘showcase” state agencies in
13 states responsible for promotion of S&T, and not on all agencies within
a state with S&T-related missions.

ZINational Governors’ Association (1988).
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* Encouraging modernization by existing but troubled
manufacturing industries.

Similarly, oil-producing states like Texas, Oklahoma,
and Alaska—which experienced severe economic declines
when oil prices dropped—also enacted S&T-promoting
agencies and programs. These initiatives were usually
undertaken in the executive branch, and often figured
prominently in gubernatorial contests. In fact, the National
Governors’ Association itself has played a significant role
in promoting the awareness of the S&T role in economic
development.?

Second, the new state initiatives reflected changes in the
Federal approach to science investments. Some new Fed-
eral programs began to require state and/or industrial
matching funds. States were also keenly aware of the size
of some large new scientific and technological enter-
prises—e.g., DOD’s Sematech (a consortium to develop
manufacturing technologies) and the Microelectronics
and Computer Technology Corporation (MCC), both now
located in Texas—and the need for coordinated efforts
involving state, industrial, and university resources in
competing for such initiatives. Announcement by the Fed-
eral Government of the Superconducting Super Collider
(SSC) project also galvanized the interest of many states.

Third, changes in the nature of S/E research required
not only the construction of very large scientific instru-
ments but also new institutional forms for cross-disciplin-
ary work. And these changes inevitably brought greater
political attention to how these awards were made. In
efforts to build capabilities for S&T in specific institu-
tions—and as a result of intense lobbying by universities
themselves—the U.S. Congress began inserting specific
line items for research facilities in appropriations bills.?

New Institutional Developments

State agencies for S&T-based economic development,
although they vary greatly in scope, budget, and influence,
share one common characteristic: their objective is the
support of S&T for economic development, and not the
support of research for its own sake.

Among the 13 state S&T agencies studied,® agency
funding varied from a low of $78,000 in Texas (FY 1988) to
a high of $36 million in Pennsylvania (FY 1987). (See
appendix table 4-24.) In addition to state budgetary obliga-
tions, most state agencies operate programs that require
matching funds from the participating institution or busi-
ness.

Level of funding, however, depends upon whether the
agencies operate programs or are only advisory. State
agencies with programmatic responsibilities tend to have
larger budgets. Of the 13 studied, 2 state agencies have

2Gee National Governors’ Association and the Conference Board
(1987). For a discussion of the political reasons for establishing these
programs, see Feller (1984).

BSee Savage (1989).

#Lambright, Price, and Teich (forthcoming).




only advisory roles (Texas's Office of Advanced Technol-
ogy and North Carolina’s Board of 5&T), and their budgets
are relatively low.”

Four of the thirteen states use the agency director as the
science advisor to the governor, though this function can
be unofficial (as in Arkansas) or can change from one
governor to the next (as in Florida). All agencies receive
advice and direction from boards of directors; in this way,
board members from the business and academic com-
munities are expected to bring their particular interests to
bear on agency programs.

Some states have targeted their agency programs to
have regional effects. Massachusetts, for example, has
sponsored centers for R&D at regional universities and
institutes of technology away from Boston; Pennsylvania
established four regional offices to operate its Ben Franklin
Partnership; and New York has distributed its Centers for
Advanced Technology around the state.

State S&T agencies are in different stages of develop-
ment. For example, although both Alaska and California
established their state offices for S&T development in 1988,
Alaska has embarked on a program of ““capacity building”
for its state S&T; California, on the other hand, is a highly
developed state in terms of science and technology.*

While most of these agencies are relatively new, roles in
the older ones have evolved. The New York S&T Founda-
tion, for example, founded in 1963, has evolved into an
important agency with a staff of 26 and sponsoring $14
million in R&D support out of a budget total of $24 million
in 1987. (See appendix tables 4-24 and 4-25.) North Caro-
lina’s Board originally sponsored research centers and
then spun them off to other agencies, but recently has
ended its grants program.

The agencies also support S&T activities other than
R&D. Six of the thirteen provided funds for purchase of
scientific equipment or construction of facilities, and nine
sponsored technology transfer programs. (See appendix
table 4-25.) One of the more novel forms these non-R&D
programs may take is the provision of venture or “seed”
capital for company start-ups, sometimes using state pen-
sion funds: 7 of the 13 states provided some kind of busi-
ness start-up support. Other more strictly business-
oriented programs include support for incubators,
assistance in qualifying for Small Business Innovation Re-
search programs of the Federal Government, managerial
and technical assistance, and establishment of research
parks. Some states also have special tax incentives for
S&T-related business development.

BBoth Texas and North Carolina also have other agencies with operat-
ing funds. Texas only recently established a separate grants programafter
long years of opposition to such a centralized bureau. See Texas Higher
Education Coordinating Board (1988).

%Gee Alaska Science and Technology Foundation (1989). Lambright,
Price, and Teich (forthcoming) report that the California office was estab-
lished at least partly in response to the state’s having lost out on several
national awards and competitions, including the NSF-sponsored Earth-
quake Research Center, DOD's Sematech, and DOE’s Superconducting
Super Collider.

Funds for R&D by State

Two sources of data on state support of R&D (as op-
posed to broader S&T activities) are available for the 50
states, i.e.:

® An annual survey of expenditures for R&D by aca-
demic institutions, and

* A survey of state agency R&D expenditures.

Although they overlap to an unknown extent and use
different methodologies, both of these indicators show
growth in state support of R&D. Data on support for
academic R&D also show increasing support by industry
for R&D performed on the Nation’s campuses, one of the
goals of states’ S&T policies.”

Academic R&D.  In the annual survey of expenditures
for R&D by academic institutions, university offices of
research administration report the source and amount of
support for separately budgeted R&D performed on their

¥See also chapter 5, pp. 110-111.

Text table 4-4. Change in academic R&D funded by
industry, by state: 1978-87

Academic Change in
R&D funded  state total
by industry  percentage
Rank/state 1978 1987 1978-87
(Percent)
(a ® (b-a)
i1 NewMexico............. 6.4 158 9.4
2idaho . ....oeiii 35 117 8.2
3Vermont................ 1.1 9.1 8.1
4Missouri .. ...l 1.8 9.2 7.4
5Rhodelsland ............ 1.7 8.2 6.5
6 Washington ............. 35 9.0 5.5
7Algbama ............... 1.8 74 5.4
BMaine.................. 6.8 121 5.3
9Georgia .......ooiiuiinnn 53 104 5.0
10Arkansas ............... 3.0 8.0 5.0
fiNevada ................ 9.8 145 4.7
12Florida .....oociniinnnn 3.6 8.2 4.7
i3Montana ............... 6.0 106 4.6
14 Mississippi . ... .oovnnn 2.7 7.2 4.6
15 Massachusetts .......... 4.1 8.3 4.2
16 Pennsylvania ............ 59 101 4.2
17 California ............... 0.8 4.7 3.9
i8Indiana................. 53 9.1 3.8
19TexXas .....covvvnvinnnns 2.7 5.7 3.0
20Tennessee . ............. 6.6 9.6 3.0
21 North Carolina ........... 4.6 7.6 3.0
22Kansas ......iieeeninnn 2.9 5.8 2.9
Average of all states . ...... 3.7 6.4 2.7

See appendix table 4-26.
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campuses. Doctorate-granting institutions reported about
$1 billion of support for R&D from state and local sources
in 1987. (See appendix table 4-27.)

These same data broken out by state reflect differing
state resource patterns and show the effects of different
institutional mixes in individual states. Eleven states ac-
count for over 50 percent of total national academic R&D
expenditures from state and local sources.? (See appendix
table 4-27.) These sources in Texas, with a strong tradition
of direct funding of institutional activities, account for 11
percent of the state’s total academic R&D and 9 percent of
the national total of these funds. In contrast, in Califor-
nia—whose total academic R&D expenditure is nearly
twice that of Texas—state and local sources accounted for
only 2.4 percent of the state’s academic R&D performed in
1987, reflecting the large Federal funding and the presence
of large private research universities in that state which
were less likely to receive state funding for R&D. Pennsyl-
vania also ranks relatively low on this measure.

Insofar as state S&T policy objectives include encour-
agement of university-industry interactions, industry sup-
port of university R&D may serve as one indicator of the
success of those policies.”? For all states combined, in-
dustrial sources of support for academic R&D have grown
faster than all other sources of support, increasing 179

BThese data show only state and local government sources of funds
that are separately budgeted for specific projects. General university
funds (GUF) used for academic R&D purposes are not included here.

¥See “'Industrial Support of R&D at Specific Academic Institutions”
discussion in chapter 5.

percent in constant dollars from 1978 to 1987. (See appen-
dix table 4-27.) As a percentage of total R&D support on
all of the Nation’s doctorate-granting campuses, industry
sources of support increased from 4 percent to over 6
percent. (See text table 4-4.) Some states experienced nota-
bly larger increases in the proportion of their academic
R&D from industrial sources. Many of these are states that
rank low on total academic R&D expenditures, though
greater than average increases have also occurred in sev-
eral of the largest academic R&D-performing states, in-
cluding Pennsylvania, Massachusetts, and Washington.®

State Agency R&D Expenditures.  NSF recently resur-
veyed state agency R&D expenditures. (See appendix table
4-27.) To ensure comparability with a similar survey con-
ducted in 1977, the survey of 1987 and 1988 expenditures
excluded academic R&D expenditures. (However, some
portion of the reported state agency expenditures may be
assumed to have gone to academic institutions.)

Like the data reported above, total state agency expen-
ditures for R&D from state sources of funds have increased
overall, doubling between 1977 and 1988 to about $600
million (in constant dollars). States varied widely on this
indicator, with some states reporting declines in real dol-
lars. As noted earlier in this section, a state’s political
culture and history influence its reliance on state agencies
to disburse R&D funds: some states appropriate most
funds directly to institutions themselves, and this source
of support for R&D is not reflected in these data.

3Within states, however, individual institutions often account for
much of the movement of these indicators.

REFERENCES

Alaska Science and Technology Foundation. 1989. Annual
Report 1988. Anchorage: Alaska Science and Technology
Foundation.

Battelle Memorial Institute. 1987. Probable Levels of R&D
Expenditures in 1988. Columbus, OH: Battelle.

Bradley, R., and J. Rees. 1987. “Science Policy: The Ap-
propriate State and Federal Roles.” Working Paper on
Science Policy. Washington, DC: National Science Foun-
dation, Division of Policy Research and Analysis.

Cordes, C. “Colleges Received About $289-Million in Ear-
marked Funds.” 1989. The Chronicle of Higher Education
35, no. 21 (1 February): 1, A21-22.

Feller, 1. 1984. “Political and Administrative Aspects of
State High Technology Programs.” Policy Studies Review
3, no. 3-4 (May): 460-66.

Government-University-Industry Research Roundtable,
National Governors’ Association, National Governors’
Association, and National Research Council. 1987. State
Government Strategies for Self-Assessment of Science and

102

Technology Programs for Economic Development. A Report
of a Workshop. Washington, DC: National Academy
Press.

Graves, 5.B. 1989. “Long Run Patterns of Corporate R&D
Expenditure.” Technological Forecasting and Social Change
35:13-27.

Jones, B.1986. State Technology Programs in the United States.
St. Paul: The Governor's Office of Science and Technol-
ogy Development.

Lambright, W.H., EM. Price, and A.H. Teich. Forth-
coming. State S&T Indicators: An Exploratory Profile and
Analysis. A final report to the Science Indicators Group,
National Science Foundation. Syracuse: Science and
Technology Policy Center.

Martin, B.R,, J. Irvine, and P. Isard. Forthcoming,. Interna-
tional Trends in Government Funding of Academic and Re-
lated Research. Sussex, England: Science Policy Research
Unit.




Minnesota Office of Science and Technology, Department
of Trade and Economic Development. 1989. State Tech-
nology Programs in the United States, 1988. St. Paul: Min-
nesota Office of Science and Technology.

Narin, F., and J.D. Frame. 1989. “The Growth of Japanese
Science and Technology.” Science 245 (11 August): 600-
05.

National Governors’' Association. 1988. “The Structure
and Function of State S&T Offices.” Capital Ideas (Sep-
tember 1).

National Governors’ Association and The Conference
Board. 1987. The Role of Science and Technology in Eco-
nomic Competitiveness. Washington, DC: National Gov-
ernors’ Association.

National Science Board (NSB). 1987. Science & Engineering
Indicators—1987. NSB 87-1. Washington, DC: Govern-
ment Printing Office.

___ . 1985, Science Indicators/The 1985 Report. NSB 85-1.
Washington, DC: Government Printing Office.

__ . 1982. University-Industry Research Relationships.
Fourteenth Annual Report of the National Science
Board. Washington, DC: NSF.

National Science Foundation (NSF). 1989a. Federal Funds
for Research and Development: Fiscal Years 1987,1988, and
1989. NSF 89-304. Washington, DC: NSF.

___.1989b. Federal R&D Funding by Budget Function, Fiscal
Years 1988-90. NSF 89-306. Washington, DC: NSF.

__ . 1989c. International Science and Technology Data Up-
date 1988. NSF 89-307. Washington, DC: NSF.

____.1989d. National Patterns of R&D Resources: 1989. NSF
89-308. Washington, DC: NSF.

___.1988a. Academic Science/Engineering: R&D Funds, Fis-
cal Year 1986. NSF 88-312. Washington, DC: NSF.

____.1988b. Geographic Distribution of Industrial R&D Ex-
penditures. NSF 88-317. Washington, DC: NSF.

__. 1979. Research and Development in State and Local
Governments, Fiscal Year 1977. NSF 79-327. Washington,
DC: NSF.

Office of Science and Technology Policy. 1989. Science and
Technology Report & Outlook. Washington, DC: Office of
Science and Technology Policy.

Office of Technology Assessment (OTA). 1984. Technology,
Innovation, and Regional Economic Development. Back-
ground Paper #2. Washington, DC: OTA.

Rogers, EM. 1988. ““The Intellectual Foundation and His-
tory of the Agricultural Extension Model.”” Knowledge:
Creation, Diffusion, Utilization 9, no. 4 (June): 492-510.

Savage, J. 1989. “The Distribution of Academic Earmarks
in the Federal Government’s Appropriations Bills, FY
1980-1989.” Qakland, CA: Office of the President, Uni-
versity of California, Oakland. Mimeo.

Teich, A.H., and K.M. Gramp. 1988. R&D in the 1980s: A
Special Report. Washington, DC: American Association
for the Advancement of Science.

Texas Higher Education Coordinating Board. 1988. Tech-
nology for a New Texas: Texas Advanced Technology Re-
search Program. Interim Report.




Chapter 5
Academic Research and Development:
Support, Personnel, Outputs

CONTENTS
HIGHLIGHTS . . . . o oo e e e e 106
ACADEMIC RESEARCH AND DEVELOPMENT: SUPPORT . .. ... .. 107
SupportbySector . . ... ... ... 108
Federal Support for AcademicR&D . ... ................. 109
Federal Support for Academic S/E Activities . . .. ........... 109
Support of Academic R&D by Federal Agencies . . . .......... 109
University-Administered Federally Funded Research and
DevelopmentCenters . .. ... .. .. ...t 109
Distribution of R&D Funds Among Specific Academic Institutions . . .110
Industrial Support of R&D at Specific Academic Institutions . . ... .. 110
Academic R&D Expenditures by Field and Funding Source . . . . .. .. 110
Academic R&D Facilities and Instrumentation . . ... .......... 111
Facilities . . . .. .. .ottt i 111
Instrumentation . . . .......... ... ... e 112
Supercomputer Installations . . . .. ... .. oo 113
Library CostsforSerials . .. ......... .. ... .. 113
Costs Highest for Science Serials . . ... ................. 114
Costs of Foreign Periodicals AlsoRise . .. ................ 114
High Costs Require Hard Choices . . .. ................. 114
BOX: Examples of Library Expenditures for Science Serials . . . . . .. 114
DOCTORAL SCIENTISTS AND ENGINEERS ACTIVE IN RESEARCH . .114
Numbers of Academic Researchers in Various Fields . ... ....... 115
Womenin AcademicR&D ... ... ... .. oo oo 115
Minorities in AcademicR&D . .. ... ... . oL 116
Academic and Nonacademic Doctoral S/E Basic Researchers . . . . . .. 116
EmploymentbySector . .. ... .......... .. 116
Minorities and Women in BasicResearch . . ... ... ......... 117
Retention of Doctoral S/E Researchers in Employment Sectors and
Research Activities . . . . . . ... i 118
Retention in Employment Sectors . . . .. ... ... oo 118
Retention of Doctoral Scientists and Engineers in Research . . . .. .. 119
OUTPUTS OF ACADEMIC R&D: SCIENTIFIC LITERATURE, PATENTS,
ANDPRODUCTS . . . o oottt et e e et e e 119
World S/E Literature: Comparisons and Interactions . . .. ....... 120
U.S. Share of World S/E Literature . . . .. ................ 120
Foreign Country Shares of World Literature . .............. 120
Multi-Authored Papers . . .. ... .. ... .. 120
International Coauthorship . . . ...................... 120
U.S. Sector Interactions in S/E Publications . . ... ............ 121
U.S. Authorship and Coauthorshipby Sector . . . . ........... 121
University-Industry Coauthorship . ... ................. 121
Citation Analysis in the Scientific Literature . . . ... ........... 122
U.S. References to Foreign Countries . . . ... .............. 122
Citation Patterns Between U.S. and Foreign Articles . . . .. ... ... 122
US. Cross-Sector Citations . . . . . . ... oot i oot 123
Citations in Engineering/Technology Papers . . . ... ......... 123
Patents Awarded to Universities . ... ............. . ..... 123
PatentClasses . . . ... ... i, 123
Characteristics of the Highest Patenting U.S. Universities . . . . . . .. 123

BOX: Dependence of Manufacturing Industries on Academic Research .124
REFERENCES . . . ... e 125




Academic Research and Development: Support,
Personnel, Outputs

HIGHLIGHTS

Funding for Academic R&D

® The1980s have been a decade of rapid growth in U.S. academic
research and development (R&D). From 1980 to 1989, real
growth (in constant 1982 dollars) in academic R&D
expenditures averaged 4.9 percent annually; the esti-
mated 1988-89 growth rate is 3.0 percent. Funding in-
creased in current dollars from $6 billion in 1980 to an
estimated $14 billion in 1989, reaching 10.5 percent of
estimated total U.S. R&D expenditures in 1989. (See pp.
107-108.)

® The Federal share of academic R&D support has decreased,
while the non-Federal share of academic R&D funding
reached an estimated 41 percent in 1989. (See p. 108.)

® Industry’s share of academic R&D funding grew from 3.9
percent in 1980 to an estimated 6.6 percent in 1989. While
most of these funds go to the better known research
universities, a number of smaller, more specialized, in-
stitutions received over 20 percent of their total R&D
funding from industry in 1987. (See p. 110.)

Facilities and Instruments

® LS. research universities saw large increases in capital in-
vestments in science and engineering (S/E) facilities during
the 1980s, with expenditures reaching $1.8 billion in 1987.
Capital expenditures for S/E plant and equipment grew
7 percent annually in constant dollars between 1980 and
1987, compared with an average annual decrease of 9
percent between 1970 and 1980. Growth was largely due
to increased support from non-Federal sources. Num-
bers of instruments available for academic R&D also
increased during the 1980s. (See pp. 111-113.)

Characteristics of Doctoral Researchers in
Academic R&D

® The number of doctoral scientists and engineers whose pri-
mary or secondary work activity was academic R&D reached
155,000 in 1987—a 65-percent increase over the number in
1977. Twelve percent of the total were engineers, the
same proportion as in 1977. The greatest growth rate
was seen for computer/information specialists, whose
numbers tripled to 3,500. Approximately one-third of
the doctoral scientists and engineers are life scientists;
this is the largest single group. (See p. 115.)

® Women and minorities increased their percentages in the
academic doctoral R&D workforce between 1977 and 1987,
but whites still made up almost 90 percent of that workforce
and white males 75 percent in 1987. Asians were 9 percent
of the S/E doctoral workforce, and other minorities less
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than 2 percent. The proportion of women doctorates in
academic R&D increased from 10 percent to 16 percent
during the decade. (See pp. 115-116.)

® Researchers in academic institutions or industry tend to con-
tinue working in the same employment sector to a greater
extent than researchers in the Federal Government or non-
profit organizations, over periods of 2 to 14 years. Related
data indicate that the largest turnover of S/E doctoral
researchers into other work activities occurs during
their first few years in research. (See pp. 118-119.)

S/E Publication Data

® In 1986, U.S. authors produced 36 percent of the world
scientific literature, a proportion that has remained relatively
stable since 1973 in the data base used for these analyses. The
USSR, United Kingdom, and Japan were next in overall
proportions of world scientific publications with 8 per-
cent each. U.S. academic institutions produced 70 per-
cent of the U.S. S/E literature in 1986, and about 25
percent of the world S/E literature. (See p. 120.)

® Multi-authored papers are on the rise, suggesting that in-
dividual researchers are increasing their interactions. More
than 30 percent of papers in 1986 had four or more
authors, up from 15 percent in 1973. (See p. 120.)

® U.S. researchers are increasing their publication of S/E ar-
ticles with foreign authors. In 1986, 10.2 percent of publi-
cations with atleast one U.S. author were internationally
coauthored, up from 5.6 percent in 1981. (See pp. 120-
121.)

® S/E researchers from industry are increasingly coauthoring
papers with U.S. university researchers, suggesting a rise in
cooperation between these two sectors. Of articles with at
least one industry author, 28 percent were coauthored
with a university author in 1986; this was almost double
the 1976 figure. (See p. 121.)

* Citation patterns indicate that U.S. papers on average exert
more influence on foreign researchers than foreign papers
exert on LS. researchers. (See pp. 122-123.)

Patents and Products

® Academic institutions are patenting more frequently. The
number of university patents increased from an annual
average of 492 in the early 1980s to 801 in 1988. Univer-
sities received 2.0 percent of patents awarded to U.S.
inventors in 1988, more than double the 0.9-percent
university share in 1978, Four biomedical patent classes
accounted for one-third of all patents awarded to uni-
versities in 1988. (See pp. 123-124.)




R&D expenditures, an estimated 68 percent went for basic
research, 25 percent for applied research, and 6.3 percent
for development.

In constant 1982 dollars, academic R&D increased an
estimated 54 percent between 1980 and 1989. R&D growth
during the 1985-89 period is expected to be stronger for the
academic sector than for any other economic sector. How-
ever, the annual rate of growth for academic R&D in
1988-89 is estimated at 3.0 percent, down from an es-
timated 4.9 percent during 1980-89.5

Support by Sector

The Federal Government provides the majority of funds
for academic R&D, but other sources have been contribut-
ing increasing proportions in recent years.® (See figure
0-20 in Overview and appendix table 5-2.) In 1989, the
Federal Government provided an estimated 59 percent of
the funding for R&D performed in academic institutions;
this was down considerably from 72 percent in 1969. Aca-
demic institutions that perform the R&D provide the

SNSF (1989b).

SAcademic R&D is essentially funded via grants, contracts, and co-
operative agreements. Funding usually includes expenditures for non-
fixed equipment.

Figure 5-1.

second largest share. Over the 1969-89 period, the institu-
tional share has grown from 10 percent to an estimated 18
percent. Industry increased its share to an estimated 6.6
percent in 1989, while state and local governments sup-
ported about 8 percent of academic R&D throughout the
1980s.

Private and public universities differ in their major sour-
ces of R&D support. For public academic institutions, 34
percent of R&D funding in 1987 came from state and local
funds and institutional funds; private academic institu-
tions received only 11 percent of their funding from these
sources. (See appendix table 5-3.) Between 1980 and 1987,
the Federal share of support decreased for both public and
private institutions, dropping from 61 percent to 53 per-
cent (public institutions) and from 79 percent to 74 percent
(private institutions).

"Institutional funds are those an institution spends on R&D, including
unreimbursed indirect costs associated with R&D projects financed by
outside organizations and mandatory cost sharing on Federal and other
grants. Sources of these funds are (1) general-purpose state or local
government appropriations; (2) general-purpose grants from industry,
foundations, or other outside sources; (3) tuition and fees; and (4) endow-
ment income. See NSF (1989¢).

" Academic and national R&D expenditures by character of work and performer: 1989
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See appendix table 5-1 and chapter 4.
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 Manufacturing industries depend substantially on academic
research for development of new processes and products. The
first empirical attempt to estimate the economic return

Academic research and development (R&D) is a major
part of the U.S. science and engineering (S/E) structure. It
accounts for an estimated 10.5 percent of total R&D expen-
ditures in the Nation and about half of U.S. basic research
expenditures. There were 155,000 doctoral scientists and
engineers in academic R&D in 1987, comprising 37 percent
of the doctoral S/E workforce. Researchers in U.S. aca-
demic settings publish 70 percent of the S/E articles that
U.S. researchers publish and 25 percent of the world S/E
literature.

A major theme in this chapter is that academic R&D is
becoming increasingly interactive. Of particular interest—
given the current concern with accelerating the commer-
cialization of university research findings—are the grow-
ing numbers and types of interactions with industry.
Growth in industrial funding of academic R&D and in
numbers of industry-university coauthored publications
provides evidence of increased contacts.

This chapter addresses three major aspects of academic
R&D:

® Support: sources of funding and its allocation among
recipients and disciplines,

o Personnel: characteristics of academic doctoral re-
searchers, and

® Outputs: publications, patents, and commercial use of
academic research findings.

In some analyses, for example, those involving S/E
publication patterns, the discussion extends beyond the
U.S. academic sector to encompass other sectors and other
countries.

The chapter opens with a discussion of trends in funding
and support foracademic R&D, particularly changes in the
sources of support. The Federal Government is the major
supporter of academicR&D, buta large amount of funding
comes from other sources. Recent increases in funding for
both facilities and instrumentation have improved these
aspects of the academic R&D infrastructure, although
large backlogs remain. New this year is a discussion of
some of the problems faced by research libraries as already
expensive S/E periodicals continue to increase in price.

Discussion about the academic R&D workforce is lim-
ited to scientists and engineers with doctoral degrees, since
they are the major actors in academic science and engineer-
ing research.! Trends in the growth of various disciplines
and in the numbers of women and minorities in academic
R&D fields are addressed. The chapter includes some

!Chapter 3 discusses the overall S/E workforce.
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to society from academic research found an annual so-
cial rate of return of 28 percent for the seven industries
studied. (See p. 124.)

comparative data about doctoral scientists and engineers
in nonacademic basic research. Also, for the first time in
the Science & Engineering Indicators series, data are
presented about retention rates for doctoral researchers in
specificemployment sectors and in research activities over
time periods as long as 14 years.

As the major research output of academic R&D, publi-
cations receive detailed attention. Coauthorship data
show increasing cooperation in research activities among
individuals, employment sectors, and countries. Citation
patterns provide information about the amount of atten-
tion that researchers from particular sectors and countries
give to other researchers. As part of a new analysis of
citations, the chapter includes citation data for some in-
dividual countries.

Data on another output of academic R&D—patents—
show that university patenting is increasing, a finding
consistent with the increasing cooperation between uni-
versities and industry. On a related topic, a recent study
shows that academic R&D has contributed substantially to
new commercial products and processes in some indus-
tries.

ACADEMIC RESEARCH ANIZD
DEVELOPMENT: SUPPORT

In 1989, the U.S. spent an estimated $13.9 billion for R&D
at academic institutions.? (See figure 5-1 and appendix
table 5-1.) This expenditure continues a gradual 20-year
trend, as rising proportions of total national R&D expen-
ditures are allocated to academic R&D: in 1969, 8.7 percent
of such expenditures went to academic R&D, compared
with an estimated 10.5 percent in 1989.* Of 1989 academic

?Data in this chapter come from several different National Science

Foundation (NSF) surveys that do not always use comparable definitions
or survey methodologies. For example, the survey on which the publica-
tion Federal Support to Universities and Colleges and Selected Nonprofit
Institutions (NSF, 1988c¢) is based obtains information on Federal “ob-
ligations” to universities and colleges directly from Federal funding
agencies. By contrast, the survey on which Academic Science/Enginecring:
R&D Funds is based (NSF, 1989¢) obtains data directly from the univer-
sities and colleges on their R&D “expenditures.”” The results do not
exactly match with Federal obligations.

For descriptions of the methodologies of these and selected other Na-
tional Science Foundation surveys, see NSF (1987b).

3In this section, academic institutions generally comprise institutions
of higher education that grant doctorates in science or engineering
and/or spend at least $50,000 for separately budgeted R&D (NSF, 1989¢).
Federally funded research and development centers associated with
universities are tallied separately; these are discussed in chapter 4.

“Chapter 4 discusses patterns of national R&D expenditures.




Federal Support for Academic R&D

Federal Support for Academic S/E Activities. Before
discussing Federal patterns of academic R&D funding, it
is useful to understand where academic R&D fits in the
overall scheme of Federal support for academic S/E ac-
tivities.® Federal funds provide support for the following
academic S/E programs:

¢ R&D plant (facilities and equipment);?
¢ Facilities and equipment for instruction;

® Graduate student fellowships, traineeships, and
training grants;

® General support for S/E research and education,
without precise specification; and

e Other S/E activities, such as technical conferences,
undergraduate activities, and teacher institutes.

Approximately 15 Federal agencies provided over 95
percent of S/E funds obligated to academic institutions for
these various purposes in 1987.

In 1987, about 85 percent of Federal obligations for
academic S/E were for R&D, in contrast to 66 percent in
1971. (See appendix table 5-4.) Fellowships, R&D plant,
and general S/E activities each accounted for about 3
percent of total Federal academic S/E obligations in 1987;
“‘other’” activities accounted for about 6 percent. (See fig-
ure 5-2.)

Changes over time in the amounts of Federal support
for various types of S/E programs may reflect shifts in
policy and priorities. R&D was the only area of academic
S/E where Federal funding increased (in constant 1982
dollars) during the 1970s.° However, support programs
for women and minorities continued during the 1970s, and
various types of support were devoted to such rapidly
developing disciplines as computer science, materials re-
search, and biotechnology. In contrast, a period of strong
Federal support for graduate training ended around 1970.
Between 1971 and 1980, Federal support for graduate re-
search fellowships and traineeships declined by 75 per-
cent, and, unlike support for other Federal S/E programs,
did not recover during the 1980s.!

The Reagan Administration formulated a positive pol-
icy towards academic S/E support in 1983, as reflected in
the subsequent S/E funding pattern. Large recent in-
creases in Federal funding for facilities (over 100-percent
increase in 1987 compared with 1986) partially reflect

®Data on types of Federal funding for S/E activities come from a survey
of the 15 Federal agencies most heavily involved in S/E support to
academic institutions. See NSF (1988c¢) for the methodology used in the
survey. Findings regarding Federal funding for other R&D-performing
institutions, such as private foundations, exhibitors, and trade associa-
tions, also can be found in NSF (1988¢).

“Federal support of S/E facilities and equipment for R&D and instruc-
tion are discussed under “Academic R&D Facilities and Instrumen-
tation”’; see pp. 111-13.

%For a detailed history of R&D during the Reagan Administration, see
Teich and Gramp (1988).

A concomitant rise in graduate research assistantships, included in
these data under “Ré&D,” has partly filled this gap. See chapter 2.

Other S/E

special line-item budgetary appropriations inserted by
Congress for specific academic institutions.’

Support of Academic R&D by Federal Agencies. Fed-
eral obligations for academic R&D are increasingly con-
centrated in three agencies: the National Institutes of
Health (NIH), NSF, and the Department of Defense
(DOD). Together, these agencies provided an estimated 80
percent of total Federal financing of academic R&D in
1989, up from 66 percent in 1969. (See appendix table 5-5.)
NIH, NSF, and DOD, as well as the National Aeronautics
and Space Administration (NASA), are each estimated to
have experienced between 3-percent and 5-percent aver-
age annual growth (constant 1982 dollars) in their funding
of academic R&D during the 1980s. NIH was estimated to
have provided almost 50 percent of all Federal support for
academic R&D in 1989; the NSF share was estimated at 17
percent. DOD, after increasing its share of Federal suppozt
from 9 percent in 1977 to 16 percent in 1986, declined to an
estimated 14-percent share in 1989.

University-Administered Federally Funded Research
and Development Centers. During World War II and in
the postwar period, several Federal agencies with

12Gee Cordes (1989).

Figure 5-2.
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specialized missions established R&D organizations
called federally funded R&D centers (FFRDC), which they
continue to support today.”® In 1989, universities ad-
ministered 18 of the 36 FFRDCs; these 18 FFRDCs received
an estimated $3.6 billion in 1989 Federal obligations for
R&D. This transfer of $3.6 billion from Federal agencies to
university-affiliated FFRDCs for R&D represents a uni-
que—if indirect—form of Federal support to science and
engineering at U.S. universities. Researchers at university-
affiliated FFRDCs often include faculty, academic non-
faculty, and graduate students, thereby providing oppor-
tunities for extensive interactions between researchers at
FFRDCs and at universities.

Distribution of R&D Funds Among Specific
Academic Institutions

Most academic R&D is concentrated in relatively few
institutions. Of 3,400 higher education institutions in the
U.S. " the top 20 of them spent 35 percent of total academic
R&D funds in 1987, and the top 100 institutions spent 83
percent of the total funds. (See text table 5-1 and appendix
table 5-6.) :

Industrial Supportof R&D at Specific
Academic Institutjions'

Industry now supports over 6 percent of total academic
R&D. While most of the industrial funds go to large,
recognized research institutions, about a dozen academic
institutions with relatively small R&D expenditures get
more than 20 percent of their R&D funding from industry.

3See chapter 4.

“The Carnegie Corporation classified 3,400 degree-granting institu-
tions as higher education institutions in 1987. They include 4-year col-
leges and universities, specialized schools such as medical and law
schools, 2-year community and junior colleges, and a few specialized
institutions. Not included are more than 7,000 other postsecondary in-
stitutions (secretarial schools, auto repair schools, etc.).

5The corporate contributions to R&D may be understated in these data,
since schools do not uniformly record and report corporate contributions.

Text table 5-1. Distribution of R&D funds among
academic institutions: 1987

Ve Millions
‘ * of Percentage

Rank dollars of total
Allinstitutions .................... 12,082 100

Top10 ... 2,560 21

Top20 ...oeiiii i 4,233 35

TOPBO it 7,293 60

Top100 ....viiii i, 9,981 83

See appendix table 5-6.
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These funding patterns partly reflect relationships that
have developed between individual firms and schools.

In 1987, industry provided almost $800 million for aca-
demic R&D. Of the top 200 institutions ranked by their
total academic R&D expenditures in 1987, the top 25
schools together received $260 million from industry, or
30 percent of the total support contributed by industry.
The bottom 25 schools received $19 million, or 2.4 percent
of total industry funds. The top 25 schools averaged $10.4
million each in industrial support; the lowest 25 schools
averaged $0.8 million each. (See text table 5-2 and appen-
dix tables 5-6 and 5-7.)

This distribution of industry funds follows an expected
pattern. A more surprising finding is that industry was
responsible for an average of 11.5 percent of the total R&D
expenditures for the schools in ranks 176-200 in 1987,
compared with a 5.5-percent share of the total R&D funds
for the top 25 schools. Among the lower ranked academic
institutions receiving relatively larger proportions of their
R&D from industry, specialized smaller institutions tend
to appear more often. These are often institutions with one
R&D specialty that is closely linked with local industry.

Between 1980 and 1987, the number of schools receiving
over 10 percent of their academic R&D support from in-
dustry increased from 24 to 49.' This increase may in part
result from more institutions having separately reported
industrial support data in 1987 than in 1980. (See text table
5-2.)

The increasing industry support for academic R&D may
reflect increasing amounts of cooperative research activity
between the two sectors. This conclusion is consistent with
findings of increased industry-university coauthorship of
research papers, discussed later in this chapter.

Academic R&D Expenditures by Field and
Funding Source

The distribution of Federal and non-Federal funding of
academic R&D in 1987 varied by field and subfield. (See
appendix table 5-8.) For example, the Federal Government
supported 66 percent of academic R&D expenditures in
the medical sciences, but only 26 percent of academic R&D
in the agricultural sciences; this latter figure reflects the
traditionally strong role of states in supporting the agricul-
tural sector.”

The majority of academic R&D expenditures in 1987
went to the life sciences, which accounted for 54 percent
of total academic R&D expenditures, 52 percent of Federal
academic R&D expenditures, and 56 percent of non-
Federal academic R&D expenditures. (See appendix table
5-9.) The next largest block of academic R&D expenditures
was for engineering, which had a 16-percent share in 1987.

Between 1977 and 1987, academic R&D expenditures for
all fields combined grew at an average annual rate of

1%See NSB (1982), pp. 8-9.

Of the $4.8 billion in non-Federal support for academic R&D in 1987,
18 percent went for agricultural sciences. The only subfield receiving a
larger share of the non-Federal support for academic R&D was the
medical sciences, with 21 percent. Only 4 percent of total Federal
academic R&D funding was for agricultural sciences. (See discussion of
state support for R&D in chapter 4.)




Text table 5-2. Industrial funding of academic R&D, by level of R&b -
expenditures: 1980 and 1987 o v

Number of academic
institutions with >10% of
their total R&D derived
from industry’

Average percent of total
R&D funding derived
from industry’

Rank of academic
institutions by total R&D
expenditures? 1980 1987 1980 1987
Number Percent
1200 . .viiiiii i 24 49 46 6.7
125 i 2 2 44 55. ¢
2650 ... 2 5 44 6.7
B1-75 oo 2 3 3.8 5.6
76-100 ...t 1 7 4.6 7.3
101125 ... ..., 3 8 55 9.4
126-150 ... i 4 6 5.9 76
151-175 v 2 7 5.6 9.9
176200 ..ot 8 11 11.4 11.5

1Omits data from institutions not separately reporting industrial R&D funding and from institutions
reporting no industrial support. Omitted 32 institutions in 1880 and 11 in 1987.

2Ranking is derived by sorting institutions into groups of 25, from highest R&D expenditures to lowest.

See appendix table 5-7.

5.4 percent in constant 1982 dollars. From 1986 to 1987, the
rate increased to 7.1 percent. (See figure O-21 in Overview
and appendix table 5-9.) Funding for computer science
grew fastest during the decade, increasing at an average
annual rate of 14 percent in constant dollars. R&D expen-
ditures for computer science in 1987 were about 3 percent
of total academic R&D. Engineering grew second fastest
during the decade, at an average annual rate of 8 percent;
for 1986 to 1987, the rate increased to 11 percent. Mathe-
matical sciences, with 1.5 percent of 1987 academic R&D
expenditures, grew third fastest, at an average annual rate
of 7 percent between 1977 and 1987.

At the other end of the growth scale, the social sciences
have barely increased in academic R&D expenditures
since 1977, averaging annual increases of 0.5 percent in
constant 1982 dollars and accounting for 4 percent of 1987
academic R&D funding.

Academic R&D Facilities and Instrumentation’®

The country’s research universities have experienced
large increases in investment in academic R&D facilities

®Data on facilities and instrumentation are taken primarily from the
following three sources:

o Academic Science[Engineering: R&D Funds, Fiscal Year 1987. The term
facilities as used in this survey stands for capital investment expen-
ditures for S/E research or instruction at those universities and
colleges spending $50,000 or more annually on separately budgeted
R&D. See NSF (1989¢).
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and instrumentation during the 1980s." Recent surveys
indicate that, after an extended period of decreased sup-
port, steps are now being taken to meet needs in these
areas.

While the terms “facilities” and “equipment” are de-
fined specifically for each survey, in general, facilities come
out of capital funds, are fixed items such as buildings, often
cost millions of dollars, and are not ingluded within R&D
expenditures. Equipment and instruments, on the other
hand, usually are movable, purchasedwith current funds,
and included within R&D expenditures. Because the cate-
gories are not mutually exclusive, some large instrumen-
tation systems could be classified as either facilities or
equipment.

Facilities. Inaddition to the$12.1billion thatacademic
institutions spent for separately budgeted R&D activities
in 1987, $1.8 billion was disbursed for capital investment
in S/E facilities and fixed equipment to be used for R&D
and instruction. In constant dollars, this represented an

s

o Scientificand Engineering Research Facilities at Unipersities and Colleges:
1988. Facilities are physical plant; includipg infrastructure (power),
fixed equipment (benches, fume hoods), and nonfixed equipment
costing more than $1 million. The survey ‘also includes information
on R&D space. See NSF (1988a), p. D-4 for definitions.

e Academic Research Equipment in Selected Science[Engineering Fields:
1982-83 to 1985-86. Equipment with an original purchase price of
$10,000 to $1 million was included in this survey of academic depart-
ments covering the major S/E disciplines. See NSF (1988b), p. A-11
for definitions.

The terms “‘instrumentation’”” and “equipment” are used inter-

changeably.




increase of 14 percent over 1986; the 1986 figure had in turn
been an increase of 18 percent over 1985.

Total capital expenditures for academic S/E facilities
(plant and fixed equipment) increased during the 1980s at
an average annual rate of 7 percent in constant 1982 dol-
lars. As noted above, recent increases have been even
greater. (See figure 5-3 and appendix table 5-10.) Among
the S/E fields, engineering has enjoyed the highest rate of
growth—an average of 18 percent per year in constant
1982 dollars since 1980. Mathematical /computer sciences
were second with 9-percent average annual growth be-
tween 1980 and 1987. (See appendix table 5-11.) By con-
trast, average annual increases between 1980 and 1987
were 0.3 percent for the environmental sciences and 2
percent for social sciences.

Non-Federal sources provide most of the funds for capi-
tal expenditures. Their proportion has been increasing—
71 percent in 1970, 81 percent in 1980, 92 percent in 1987.
Non-Federal sources, which include state and local gov-
ernments, special bonds, donations, and other sources,
grew an average of 9 percent per year in constant 1982
dollars between 1980 and 1987. Between 1985 and 1987,
Federal spending for academic R&D facilities increased
more than 50 percent in constant dollars, while non-
Federal sources increased 33 percent.

Construction costs of academic S/E research facilities
are expected to reach $3.4 billion in current dollars in
1988+1989, up from $2.1 billion in 1986+1987.2° Between

®Data are aggregated into 2-year units because the data are more stable
and some data were only available aggregated for 1988 and 1989. See NSF
(1988b). See also a parallel report on biomedical research facilities, NIH
(1989).

Figure 5-3.
Federal and non-Federal capital fund expenditures
for academic S/E: 1964-87
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1986 and 1989, these construction projects were expected
to increase existing research space by 22 million square
feet, an increase of 19 percent over space available in 1985.

New construction projects are increasingly expensive:
in 1986+1987, for example, the cost of new academic R&D
space in current dollars was $206 per square foot, com-
pared to $287 per square foot in 1988+1989. (See appendix
table 5-12.) Factors contributing to the markedly increased
costs of facilities construction include the need for better
data-handling capabilities as well as more stringent stan-
dards for animal facilities, toxic waste disposal, and bio-
hazard control.

Despite the increased funding, there is a large estimated
construction backlog as well as a backlog of academic
research facilities that need renovation and repair.?' In-
stitutions are deferring an estimated $2.50 for every $1.00
of construction that was planned through 1989. They are
also deferring about $3.60 in needed renovation and repair
for every $1.00 spent.?

Instrumentation. Throughout the 1980s, U.S. aca-
demic institutions have invested heavily in R&D instru-
ments. Results of a survey of academic research equipment
in selected fields showed that approximately 40 percent of
all instrument systems in research use in 1985/86 had been
acquired in the previous 3 years, and about 25 percent of
instrument systems in use in 1982/83 had been retired
from research by 1985/86.% The median age of the national
stock of instruments (both in-use and not in-use) in
1982/83 and 1985/86 was 5 years. However, the median
age of state-of-the-art instruments was 2 years, indicating
the rapid pace of technological change in research in-
strumentation.

In general, current fund expenditures* for academic
research instrumentation have grown in the 1980s, except
during the 1981-83 recession. (See appendix table 5-13.)
Annual growth during the 1980s averaged 8 percent for
Federal support and 10 percent for non-Federal support in
constant 1982 dollars. Federal support accounted for about
two-thirds of total current fund expenditures for academic
research equipment during the 1980s; this percentage var-
ied widely among individual fields, however.

Funds for instruments for computer science and math-
ematical sciences grew fastest, each increasing in constant
1982 dollars by a factor of about four since 1980. Equip-
ment funds for all other S/E fields combined increased by

2 Association of Physical Plant Administrators (1989); NSF (1989d); and
NSF (1988a).

ZInresponse to this long-term problem, Congress passed the Academic
Research Facilities Modernization Act of 1988 authorizing NSF to set up
a competitive grant program for the repair, renovation, and, in excep-
tional cases, replacement of academic research facilitics. NSF (1989d).

PData for the physical sciences, computer science, and engincering
were collected for 1982 and 1985; data for the agricultural, biological, and
environmental sciences were collected for 1983 and 1986. Therefore, data
from this survey refer to 1982/83 data and 1985/86 data. See NSF (1988b).
Unless otherwise noted, data are for instruments costing from $10,000 to
$1 million.

¥Current funds—as opposed to capital funds—are those in the yearly
operating budget for ongoing activities. Generally, academic institutions
keep separate accounts for current and capital funds.

#Data used here are limited to funds for research instrumentation and
do not include funds for instructional equipment.




less than a factor of two. Funds from non-Federal sources
for social sciences instrumentation increased an average of
3.5 percent annually between 1980 and 1987, but this in-
crease did not fully offset an average annual 6-percent
decrease in Federal funding. Taking all fields together,
current fund expenditures for purchasing instruments
grew more slowly between 1986 and 1987 than between
1983 and 1986.

A special survey of academic departments to obtain
information on instruments in selected fields shows in-
creases in expenditures and in numbers of instruments.
Between 1982/83 and 1985/86, the number of in-use aca-
demic R&D instrument systems costing between $10,000
and $1 million increased almost 50 percent—from 36,300
to 53,900—in the fields surveyed.” (See appendix table
5-14.)

The average price (corrected for inflation) of in-use in-
strument systems remained at about $36,000 between
1982/83 and 1985/86. The aggregate purchase price for
these instruments increased from $1.3 billionin 1982/83 to
$1.9 billion in 1985/86, corrected for inflation.?’ The most
notable change was a 22-percent decrease in the average
price of the in-use stock of instruments in computer sci-
ence, dropping from $58,000 to $45,000.

Costs of purchasing and repairing instruments, cor-
rected for inflation, increased between 1982/83 and

%The total national stock of instruments includes instrument systems
purchased but not yet in use, in-use instruments, and inactive or in-
operable but not discarded systems. Total national stock increased from
46,500 instruments to 62,200 instrument systems between 1982/83 and
1985/86. Of the 62,200 instrument systems, 2 percent were purchased but
not yetinuse, and 15 percent were inactive or inoperable. See NSF (1988b)
for further breakdowns of these data.

YThe aggregate purchase price for all systems (in-use and not in-use)
costing between $10,000 and $1 million was $1.6 billion in 1982/83 and
$2.2 billion in 1985/86, corrected for inflation. In addition, there was
another $0.7 billion in 1982/83 and $1.1 billion in 1985/86 worth of large
instrument systems, generally over $1 million each; most of these systems
were for general-purpose research computer centers and high-energy
physics systems. These large systems are not discussed here or included
in totals.

1985/86. (See appendix table 5-15.) Expenditures for pur-
chasing new or used equipment increased by 48 percent,
with such purchases accounting for 75 percent of total
instrument costs in 1985/86. Maintenance and repair costs
increased 26 percent, and accounted for 16 percent of
departmental instrument-related expenditures in
1985/86. In contrast, expenditures for research-related
computer services declined substantially during the 3-year
interval.

Supercomputer Installations. Supercomputer installa-
tions are an indicator of a country’s ability to do certain
types of advanced research. The U.S. leads the world in
numbers of supercomputer installations with 272 at the
end of 1988. U.S. universities have about 20 percent of
these U.S. supercomputers, with the remaining 80 percent
divided evenly between industry and government. (See
text table 5-3.) U.S. supercomputing capability has grown
rapidly, increasing by 69 percent between 1986 and 1987,
and by 33 percent between 1987 and 1988.

With 172 installations, Japan is second among world
countries in number of supercomputer installations. In
contrast to the distribution in the U.S., the Japanese in-
dustrial sector accounts for almost three-quarters of the
country’s supercomputer installations. U.S. manufactur-
ers provided about 40 percent of the supercomputer fa-
cilities available in Japan in 1988; Japanese manufacturers
provided the remaining 60 percent.?®

Library Costs for Serials?

Like facilities and instrumentation, libraries are crucial
to maintaining academic R&D capability. The rapidly in-

BAs of 1988, based on cumulative data, U.S.-manufactured supercom-
puters were distributed around the world as follows: U.S., 52 percent;
Japan, 14 percent; other countries, 34 percent.

The terms “serials” and ““periodicals” are used interchangeably. The
term chosen is the one used by the source of the information being
discussed.

Text table 5-3. Cumulative number of general-purpose supercomputer installations
in Japan and the U.S.: 1983-88

Japan United States’
Total Universities Government  Industry Total Universities Government  Industry
1983 ... 5 2 0 3 46 3 23 20
1984 ........... ..., 13 3 3 7 53 5 26 22
1985 ... 27 6 6 15 89 14 39 36
1986 ... ...t 58 14 9 35 121 14 57 50
1887 ... 121 24 13 84 204 36 79 89
1988 ... ...l 172 33 15 124 272 57 107 108

Data are for U.S. vendors only; they have provided almost all supercomputers used in the U.S.

Note: These data are somewhat uncertain because definitions of supercomputers change and because some installations counted here are no longer in use.
SOURCES: United States: NSF, Division of Advanced Scientific Computing; Japan: Tokyo Office of the U.S. NSF, Report Memorandum #184, August 10, 1989.
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creasing costs of serials—especially in the areas of science,
technology, and medicine—have put financial pressure on
research libraries and generated concern throughout the
scientific community.®

Costs Highest for Science Serials. Periodicals in the
sciences, technology, and medicine tend to be more expen-
sive than serials in most other fields. (See appendix table
5-16.) For example, the average 1989 subscription price
was $308 for the 10 library categories of science, compared
with $140 for the 10 categories of social science.’ These
prices were based on a data base of approximately 55,000
domestic and foreign titles. A different data base, consist-
ing of a fixed set of 3,900 domestic periodicals, shows that
science-related periodicals have increased in price during
the 1980s more rapidly than periodicals in other fields.*

Costs of Foreign Periodicals Also Rise. Prices of serials
published in foreign countries have increased rapidly,
partly because of the weakening dollar compared to for-
eign currencies. This increase, however, may have tem-
porarily slowed. The average 1-year subscription rate for
foreign titles (all fields) increased 3 percent between 1988
and 1989, compared with 17 percent and 19 percent for the
two previous annual intervals.* In 1989, average subscrip-
tion prices (all fields) of U.S. and foreign serials were
similar: $148 for domestic titles and $143 for foreign titles.

High Costs Require Hard Choices. As a major source
of information about university research libraries, the As-
sociation of Research Libraries (ARL) has issued a report
that relates the pricing policies of several major scientific

#See Kingson (1989); Kalfus (1989); and Koshland (1989).
*Young (1989).

*Young and Carpenter (1989).

*Young (1989).

publishers to increases in serials prices.* Between 1986
and 1988, expenditures for total serials at the ARL member
libraries (107 university research libraries and 12 inde-
pendent research libraries) increased 30 percent, but the
number of current serials remained constant and numbers
of monographs (books) purchased were cut by 15 percent.
ARL does not have data to indicate whether prices of
science-related serials were a major factor behind these
findings.

Current serials have remained about 20 percent of ex-
penditures at ARL libraries throughout the decade in the
median university library.*® However, overall library ex-
penditures have been increasing faster than inflation dur-
ing the decade. In the 1980s, library investment in auto-
mation and communication equipment has been a factor
in these increasing costs.

DOCTORAL SCIENTISTS AND ENGINEERS
ACTIVEIN RESEARCH

This section describes characteristics of doctoral scien-
tists and engineers who work in academic institutions and
whose primary or secondary work activity is R&D (basic
research, applied research, or development).3 Data about

¥See ARL (1989b). The report also observes that the increased size of
many journals affects prices.

¥See ARL (1989a).

*Data in this section come from the Survey of Doctorate Recipients
conducted biennially by the National Research Council (NRC) for NSF.
In this section, ““academic institutions” refer to 4-year colleges, univer-
sities, and medical schools, as identified by the respondents. Federally
funded research and development centers comprise all FFRDCs.

A recent broad assessment of the National Science Foundation’s sur-
veys of scientists and engineers (NRC, 1989) has noted limitations of this
doctorate survey and has recommended improvements.

Examples of Library Expenditures for Science Serials

The price increases in science-related serials are of
major concern to librarians and researchers because
these serials are a significant portion of the serials and
monograph acquisitions budgets of research libraries.
However, because libraries usually have not classified
their serials and monograph expenditures into science
and nonscience categories, there are no national data on
their relative expenditures for science-related and other
periodicals.

Several studies are under way to address this data
need. Results suggest that science-related serials con-
stitute over 50 percent of the current serials budgets of
typical research libraries.

® A study at the University of Nebraska at Lincoln
showed that 67 percent of serials expenditures for
1988/89 were in the science, agriculture, technol-
ogy, and medical categories, while these four cate-
gories accounted for a much lower 45 percent of the
number of serials purchased. (Information provid-
ed by Kent Hendrickson, Dean of Libraries of the

¢ In analyzing serials prices, nine Midwestern aca-

University of Nebraska, Lincoln; personal com-
munications, August 1989.)

(Dean Hendrickson also reported that expendi-
tures for science-related serials constituted be-
tween 58 percent and 67 percent of serials expendi-
tures at his libraries between 1980 and 1987.
Cancelled subscriptions to current serials during
that period totaled $250,000 out of an annual cur-
rent serials budget of about $2 million.)

® Louisiana State University also spent more than
half (55 percent) of its 1985/86 serials budget for
science-related serials. (Information provided by
Charles Hamaker, Louisiana State University; per-
sonal communication, August 1989.)

demic research libraries found that 72 percent of
serials whose subscriptions cost $200 or more were
in the science, agriculture, technology, and medical
categories. Those four categories accounted for
over 85 percent of the expenditures for the $200-
plus subscriptions at these libraries.
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the overall doctoral basic research workforce are included
to provide a perspective on academic basic researchers.
The discussion is limited to doctoral researchers because
they have major roles in academic R&D activities.

Numbers of Academic Researchers in Various Fields

In 1987, there were 155,000 doctoral scientists and en-
gineers whose primary or secondary work activity was
academic R&D.¥” (See appendix table 5-17.) They repre-
sented 37 percent of employed S/E doctorates in the Unit-
ed States in 1987. Scientists made up 88 percent and en-
gineers 12 percent of the total; these proportions were
about the same as in 1977. (See figure 5-4.) Life scientists
were the largest single group of doctoral scientists and

¥The 1987 survey question on primary and secondary work activity
reads: “From the activities listed below, select your primary and secon-
dary work activities . . . in terms of time devoted during a typical week.”
Because many faculty members who devote substantial time to R&D
often consider another activity (for example, teaching) to be their primary
work activity, those survey respondents who selected academic R&D as
their primary or secondary work activity are included here. Inclusion of
both sets of respondents results in approximately twice as many as when
only primary work activity respondents are counted, and ensures thatall
individuals involved in academic R&D are counted.

Data in some of the appendix tables differ from the comparable data in
Science & Engineering Indicators—1987 because the latter used a somewhat
different set of respondents.

Figure 5-4.
Distribution of doctoral scientists and engineers in
academic R&D, by field: 1977 and 1987

Physical B
scientists

Mathematical
scientists
Computer/ |
information
specialists

Environmenta
scientists p

scientists

Engineer:

0 5 10 15 20 25 30 35
{Percent of total)

See appendix table 5-17. Science & Engineering Indicators—1989

engineers in academic R&D in 1987, constituting 34 per-
cent of the total.

The numbers of doctoral scientists and engineers in
academic R&D increased by 65 percent during the 1977-87
decade. Growth appeared to be especially rapid between
1985 and 1987.38 (See figures 5-5 and 5-6 and appendix table
5-17.) Over the 1977-87 decade, the highest rate of increase
occurred among computer scientists, whose numbers
tripled from 1,200 to 3,500.

Women in Academic R&D. While women increased
their percentages in all fields of academic R&D in recent
years, some fields still have relatively few women. (See
figure 5-7 and appendix table 5-18.) Overall, the percent-
age of women doctoral scientists and engineers in aca-
demic R&D increased from 10 percent in 1977 to 16 percent

3%The 1987 wording of the survey question about work activity involv-
ing basic research and applied research differed slightly from that in 1985.
The 1987 survey defined basicresearch as “’study directed toward gaining
scientific knowledge primarily for its own sake.” Applied research was
“study directed toward gaining scientific knowledge in an effort to meet
arecognized need.” Earlier surveys had no clarifying definitions. Because
of this difference, data from the 2 years may not be exactly comparable.
However, a similar sharp increase between 1985 and 1987 was seen in
numbers of academic R&D researchers when the responses were an-
alyzed only by primary work activity. In the analysis by primary work
activity, half of the increase was accounted for by decreases in the “other”
and “teaching” categories; the remainder was accounted for by the
increase in total doctorates employed in academic S/E, all of whom
apparently went into R&D. A similar analysis was not available for
primary and secondary work activities combined.

Figure 5-5.

Average annual percentage growth rate of doctoral
scientists and engineers in academic R&D, by field:
1977-87
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Figure 5-6.
Doctoral scientists and engineers in academic R&D:
1977-87
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in 1987. In the fast-growing computer science field, the
proportion of women increased from 5.3 percent in 1977
to 10 percent in 1987. Among the social sciences, which
also grew rapidly during the decade, the proportion who
were women increased from 12 percent in 1977 to 20
percent in 1987. The proportion of women doctorates in
academic R&D in the various fields approximately reflects
their representation in the doctoral S/E workforce in those
fields.*

Minorities in Academic R&ED. Whites still make up
almost 90 percent of the academic R&D workforce, al-
though racial minorities and Hispanics increased their
representation during the 1977-87 decade.** Except for
Asians, however, overall percentages of minorities in aca-
demic R&D remained below 2 percent in 1987. (See appen-
dix table 5-18.) Blacks increased their overall percentage in
academic R&D from 0.8 percent to 1.4 percent during the
decade. In 1987, they were more heavily represented in the
social sciences and the life sciences than in other fields.

Black women showed especially interesting gains. In
1987, 31 percent of black doctoral scientists in academic

¥See chapter 3 for the distribution of women doctorates by field in the
total S/E workforce.
“Hispanics include members of various racial groups.
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R&D were women.*! This figure is substantially higher
than the 18-percent figure for Asians and for whites. (See
figure 5-7.) This higher representation of black women was
also evident in 1977. The number of black women doctoral
scientists increased from 131 to 611 over the 10-year
period, an almost fivefold increase; the number of black
men scientists doubled, reaching 1,381.

Hispanics accounted for 1.7 percent of S/E doctorates in
academic R&D in 1987, compared with 1.0 percent in 1977.
As with blacks, they are most heavily represented in the
life sciences and social sciences. Hispanics’ greatest per-
centage increase occurred in engineering, where their
numbers rose from 69 in 1977 to 385 in 1987.

Asian representation in academic R&D rose to 9 percent
in 1987. (See appendix table 5-18.) Among major fields,
they were most heavily represented in engineering—18
percent in 1987. Among Asians, 14 percent were women,
whose shares by field were generally similar to those for
white women. (See figure 5-7.) The major exception was
physical sciences: 13 percent of Asian physical scientists
were women, in contrast to 7 percent of white physical
scientists.

Academic and Nonacademic Doctoral S/E
Basic Researchers

Employment by Sector. The total number of doctoral
S/E basic researchers increased from 88,000 in 1977 to
133,000 in 1987, a 51-percent increase.*? Nonacademic
basic researchers increased 30 percent, from 21,900 to
28,600. With a 48-percent increase in basic researchers,
nonprofit organizations showed the largest increase
among nonacademic sectors. (See appendix table 5-19.)

Almost 80 percent of doctoral scientists and engineers
inbasicresearch in 1987 were also in academia. Thus, most
of the broad demographic characteristics of the two
groups are similar in terms of gender, race/ ethnicity, and
distribution by field. Moreover, academia employed al-
most all of the doctoral basic researchers in some fields—
e.g., mathematics, 97 percent; sociology/anthropology, 97
percent; and economics, 93 percent.

Industry employed the next largest percentage of doc-
toral basic researchers—8.6 percent. (See figure 5-8 and
appendix table 5-19.) Although it employed less than 10
percent overall of basic researchers, the industrial sector
employed 19 percent of all engineers doing basic research
and 25 percent of the computer scientists in basic research
in 1987. Industry also more than doubled its number of life
scientist doctorates in basic research between 1977 and
1987 (from 1,400 to 3,100). This increase probably reflects
recent industrial emphasis on development of biotechnol-
ogy products.

‘“Only doctoral scientists, rather than scientists and engineers, are dis-
cussed here, since there were fewer than 20 black women doctoral en-
gineers in 1987.

“As with the academic R&D doctoral personnel data, these 1987 figures
are not necessarily exactly comparable to data from earlier years because
of changes in the 1987 survey question on character of work.




Figure 5-7.

Percentage of women doctoral scientists and engineers in academic R&D, by race/ethnicity and field: 1977 and 1987
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Minorities and Women in Basic Research. Among
doctoral basic researchers in 1987, 1.1 percent were black;
25 percent of these were women. (See appendix table 5-20.)
However, the absolute numbers of black basic researchers
remained low (1,277 men and 416 women in 1987). Asians
made up 6.8 percent of the doctorate S/E basic research
workforce in 1987; 15 percent of the Asians were women.
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Asians are especially prevalent in engineering, where they
accounted for 26 percent of basic researchers in 1987; the
comparable figure in 1977 was 15 percent.

Employment sectors vary in their proportions of women
and minorities doing basic research, but the overall num-
bers and proportions of women and minorities in the
sectors increased between 1977 and 1987. For example,




Figure 5-8.
Employment of doctoral scientists and engineers in
basic research, by sector: 1987
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over the decade, the proportion of doctoral basic re-
searchers who are women increased:

® In academia, from 11 percent to 17 percent; and

¢ In the Federal Government, from 7.3 percent to 12
percent.

Also in the Federal Government, the percentage of black
doctorates in S/E basic research increased from 1.2 per-
cent to 2.1 percent, or from 85 to 188 individuals.

With Asians comprising 14 percent of its doctoral basic
researchers, industry had a higher Asian representation
than any other sector in 1987. Also, industry increased its
percentage of basic researchers who are women from 5.5
percent in 1977 to 12 percent in 1987. As in academic R&D,
women were especially prevalent in life sciences: 21 per-
cent of industrial life sciences basic researchers were
women in 1987, compared with 10 percenta decade earlier.

Retention of Doctoral S/E Researchers in Employment
Sectors and Research Activities*

Retention in Employment Sectors.** The largest per-
centage of doctoral scientists and engineers in research

“These data come from the NRC/NSF Survey of Doctorate Recipients
data base. A weighted sample of new doctorates from each year enter the
survey, and are surveyed in subsequent years. Nonew entrantsareadded
to an earlier year’s cohort. Thus, attrition occurs. The analysis here was
based on respondents who answered the NRC/NSF Survey of Doctorate
Recipients questionnaire in both years of the interval being analyzed.
Because NRC used varied sampling strategies over the years, itis not very
useful to compare actual numbers of respondents at the different times.
However, there were 15,000 matched respondents for 1973 and 1975;
6,000 of them also matched for 1973 and 1987.

“For this and the following subsection only, the term “researcher”
refers to doctoral researchers in nonacademic basic research or in aca-
demic R&D.
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who are going to leave their employing sector do so during
their initial 2 years in that sector; longitudinal surveys
show that decreasing percentages leave during subse-
quent time intervals. (See figure 5-9 and appendix table
5-21.) While 7 percent of male doctorates in academic R&D
in 1973 had left that sector 2 years later, only 21 percent
had left after 14 years.* In other words, 79 percent of those
working in academic R&D in 1973 were still in academia
14 years later (although not necessarily in R&D). The reten-
tion rates for women follow similar patterns, although the
rates are somewhat lower than for men.

#Fourteen years was the longest time interval available in analysis of
longitudinal survey data. The NRC/NSF Survey of Doctorate Recipients
data base was used to follow movement among repeat responders. No
corrections were made for nonresponders.

The estimates of retention have some uncertainty. Data from the 2-year
initial time period probably overestimate retention rates, because the
baseline sample contains people who have just started a job as well as
those who have been at a position or with an employer for longer time
periods. By contrast, doctorates in the 10- and 14-year samples have been
in the same or related positions for at least as long as the time interval,
and apparently are more stable in their positions. It is also possible that
those who have not changed employers are more likely to receive sub-
sequent questionnaires (because they have not changed addresses) than
researchers who have moved, again leading to a possible overestimate of
retention rates.

*Because of the much larger numbers of males compared with females
in the doctoral S/E workforce, the totals are largely determined by the
male pattern. Moreover, the retention rates vary the most in those
categories that contain fewer individuals—for example, women in the
nonprofit or industry sector during the 1970s.

Figure 5-9.
Retention of doctoral scientists and engineers in
employment sectors, by number of elapsed years

(Percent retained in sector)

100 =

Business and industry
90 -

80 -— \
70 \

. g =
Universities
and colleges

Federal Government

60 | \ el A
- N
50 |- ~— .
- '\‘
Nonprofits ™~
40 ~. -
~..
30 |- .
|- |-
7 ~
0 (l oA ' 1 1 'l '} L 1 A 1 L 1 1 I(
0 2 4 6 8 10 12 14
(1973) (1987)

(Elapsed interval in years)

Note: Data are for men, although women show similar results.
See appendix table 5-21. Science & Engineering Indicators—1989



Overall, the retention rates are generally similar when
the same number of elapsed years (i.e., 2,4, or 10 years) are
compared for different calendar year intervals, for ex-
ample, 1973-77 compared to 1983-87. Retention rates vary
greatly among sectors, with the industrial and academic
sectors showing rates very similar to each other, and both
considerably higher than those of the Federal Government
and nonprofit organizations. (See figure 5-9.) Relatively
little movement of researchers occurs between the indus-
trial and academic sectors, with 2-percent to 3-percent
movement in either direction during selected 2-year inter-
vals.¥ However, because there are many more researchers
in the academic sector, this rate suggests that much larger
numbers of academic researchers move to industry than
vice versa.

Retention of Doctoral Scientists and Engineers in Re-
search. Individuals were considered to have stayed in
research from time; to time; if they were in academic R&D
or nonacademic basic research when surveyed at both
time, and time,. Approximately 20 percent to 30 percent of
researchers in a given year are no longer working at these
research activities 2 years later. (See text table 5-4 and
appendix table 5-22.) However, the rate at which scientists
and engineers leave these activities decreases over longer
time intervals. Thus, while 70 percent to 80 percent stay in
research over 2-year periods, 60 percent of men and 55
percent of women were still doing nonacademic basic
research or academic R&D when surveyed after 14 years
(1973-87).

These findings suggest there is a large turnover of doc-
toral level basic researchers soon after they begin research.

“NSB (1987), p. 94.

Text table 5-4. Retention of doctoral scientists
and engineers in research for various time
intervals since 1973

Retention in
research

Elapsedtime Male Female

—Years— —Percent—
197375 ... i 2 80 79
1973-77 oo 4 65 61
197383 ... . e 10 58 51
197387 ... 14 60 55
1977-79 .o iiiii i 2 74 72
1977-87 ... i 10 66 63
1983-85 ...l 2 75 74
1983-87 .. ..ot 4 78 75
1985-87 ...t 2 83 81

Note: Data are for doctoral scientists and engineers whose primary or
. secondary work activity was nonacademic basic research oracademic R&D

in the first year of a time interval, and who also responded to the Survey of

Doctorate Recipients in the final year of an indicated time interval.

See appendix table 5-22.
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Recent Ph.D.s in postdoctoral positions may be unable to
get another research position; faculty who do not get ten-
ure may move to positions where academic R&D or non-
academic basic research is no longer their primary or
secondary work activity; some scientists and engineers
may find they do not want to continue in academic R&D
or nonacademic basic research.

A larger proportion of doctoral scientists and engineers
apparently stayed in research in the 1980s compared with
the 1970s. (See text table 5-4 and appendix table 5-22.) For
example, the retention rates between the 4-year interval
from 1983 to 1987 were higher than the rates between 1973
and 1977. The same qualitative finding holds for 1977 to
1987 compared with the earlier period 1973 to 1983. These
results contrast with those discussed earlier for move-
ments between sectors, where retention rates were largely
independent of calendar time.

OUTPUTS OF ACADEMIC R&D: SCIENTIFI4(8?
LITERATURE, PATENTS, AND PRODUCTS

The primary output of university research is new
knowledge, usually measured by various types of publi-
cation counts. As an indicator of the impact that a publica-
tion has on other research, academic researchers often use
citation data. Based on publication counts, U.S. academic
institutions continue to produce a substantial share of the
world’s new S/E knowledge—albeit with increased inter-
actions with researchers from other sectors and countries.

Bibliometrics is the generic term to describe data about
publications. This section uses bibliometric data to explore
trends in U.S. and world publication and citation data.*
For example, bibliometric data permit tracking of patterns
of collaboration among countries, among U.S. employ-
ment sectors, and among individual researchers. Current
data show that:

¢ TheU.S.is maintaining its large share of world science
and engineering literature;

¢ Coauthorship is rapidly increasing among in-
dividuals, countries, and sectors; and

¢ There have been some specific changes over the past
decade in intercountry citation patterns, although the -
overall patterns have remained unchanged.

“*In this section, academic institutions are essentially all U.S. education-
al institutions, including high schools. The terms “universities” and
“academic institutions” are used interchangeably in this section. In this
section, federally funded research and development centers comprise all
FFRDCs, including those administered by colleges and universities.

“The publication data discussed here are taken from science literature
indicators developed by Computer Horizons, Inc. (CHI), for the National
Science Foundation. The CHI tabulations are derived from the Science
Citation Index data base created by the Institute for Scientific Information.
CHI has developed several major data bases. One covers the articles,
notes, and reviews in a fixed journal set covering approximately 2,100 of
the most significant S/E journals from 1973. A second data base covers
articles, notes, and reviews in a fixed journal set of over 3,200 of the most
influential journals from 1981 forward.

Throughout this section, the terms “papers,” “articles,” and “publica-
tions” are used interchangeably, and refer to the articles, notes, and
reviews in the CHI bibliometric data bases.
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University patents measure a different type of knowl-
edge. A recent sharp increase in university patenting is an
indicator of the expanding role played by academic R&D
in technology development.

World S/E Literature: Comparisons and Interactions™

U.S. Share of World S/E Literature. Bibliometric data
provide one way of looking at U.S. S/E activity in relation
to that of other countries. In 1986, U.S. publications ac-
counted for 36 percent of world publications in science and
engineering, a figure that hasbeen approximately constant
since 1973 and very constant since 1981. (See appendix
tables 5-23 and 5-24.) In all fields, the U.S. has a greater
percentage of world publications than does any other
country. The U.S. produces:

® 22 percent of the world literature in chemistry,
® 30 percent of physics publications, and

® Between 37 percent and 43 percent of the literature in
the other major fields.

However, the U.S. world shares in mathematics, en-
gineering/technology, and biology have dropped some-
what since 1973. (See text table O-1 in Overview and
appendix table 5-23.) Interpretation of changes in other
fields is uncertain because U.S. shares in all fields showed
decreases when the number of journals analyzed was ex-
panded by 50 percent in 1981.

Foreign Country Shares of World Literature. Among
foreign countries, the United Kingdom, USSR, and Japan
each contributed about 8 percent of world science and
engineering literature in 1986, but the fields in which they
contributed their largest shares differed. (See appendix
table 5-25.) The United Kingdom made its greatest con-
tributions in clinical medicine and biology (10 percent of
world literature); the USSR provided 15 percent of world
literature in both physics and chemistry; and Japan ac-
counted for 13 percent of engineering/technology litera-
ture. One of the more notable changes in world shares is
Japan’sincrease in world share of engineering / technology
literature—from 9 percent in 1981 to 13 percent in 1986.%

Multi-Authored Papers. An ongoing increase in the
average number of authors per paper suggests an increase
in cooperation among scientists and engineers. Between

%These data are based on articles, notes, and reviews in journals from
the 1973 and 1981 Science Citation Index Corporate Tapes. Articles writ-
ten by researchers from more than one country are prorated across the
number of institutions involved from each country, regardless of number of
individual authors. For example, if an article has authors from two
institutions in France and one institution from the U.S,, it is counted as
two-thirds of anarticle for France and one-third of an article for the United
States. Articles attributed to U.S. sectors are similarly prorated. For some
tabulations, articles are credited to a country, sector, etc., if at least one
author is from the place of interest.

51For extensive bibliometric data for many of the world’s countries, see
Schubert, Glanzel, and Braun (1989). Their country publication shares are
similar to those reported here.
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1973 and 1986, the average number of authors on world
S/E publications increased from 2.3 to 3.0. (See appendix
table 5-26.) Concurrently, the percentage of single-author
papers decreased from 33 percent in 1973 to 19 percent in
1986. And, during the same time period, the overall per-
centage of S/E publications with four or more authors
increased from 15 percent to 31 percent. (See figure 5-10.)

This trend toward more multi-authored papers may
signal greater cooperation among individuals and groups,
a move toward larger research groups, or increasing
amounts of “big science.” The trend might also reflect
simply a tendency to give authorship to more contributors
than in previous years.

The author distribution on mathematics papers con-
trasts strongly with that for other fields. Only 1 percent of
mathematics publications in 1986 had four or more
authors and 62 percent were single-author papers. These
data suggest that mathematics research is a less collabora-
tive activity than research in other fields.

International Coauthorship. Scientists and engineers
throughout the world are increasingly coauthoring papers
with researchers from other countries. In 1976, 4.0 percent
of world science and engineering publications listed au-
thors from more than one country; by 1986, this figure had
increased to 7.5 percent. (See appendix table 5-27.)

S/E fields vary in degree of international copublication.
At 13 percent, mathematics had the highest percentage of
internationally coauthored articles in 1986—a somewhat
surprising finding, given that the majority of mathematics
papers have only one author. Earth/space sciences was

Figure 5-10.
Percentage of world S/E publications with 1, 2, 3,
and 4 or more authors: 1973-86
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second with 12 percent of papers internationally coau-
thored, and physics was third with 10 percent.> Interna-
tional collaborations at large-scale facilities for physics and
astronomy research may contribute to the international
character of these research fields.?

There has been an overall increase in U.S. international
coauthorship. In 1986, 10.2 percent of publications with at
least one U.S. author were internationally coauthored, up
from 5.6 percent in 1976. (See text table 5-5, figure O-17 in
Overview, and appendix table 5-28.)* This rise was ap-
parent among all U.S. employment sectors. (See appendix
table 5-29.) Notwithstanding this steady increase, the U.S.
percentage of internationally coauthored papers is still
relatively low compared with that of various Western
countries.

Japan and the USSR, like the United States, also show
relatively low—but increasing—percentages of inter-
national coauthorship. (See figure O-17 in Overview and
appendix table 5-28.) In 1986, 7.5 percent of articles with at
least one Japanese author were internationally coau-
thored; over half of these were coauthored with the United
States, and the next largest percentage with West Ger-
many. In 1986, 3.3 percent of publications with at least one
author from the USSR were internationally coauthored,
primarily with East Germany and the rest of Eastern
Europe. Only 0.4 percent of the USSR articles were written
with U.S. researchers.

U.S. Sector Interactions in S/E Publications

U.S. Authorship and Coauthorship by Sector™ The
academic sector is responsible for over two-thirds of U.S.
science and engineering publications. Of the 137,770 U.S.
S/E publications in 1986, universities accounted for 70
percent. (See appendix table 5-30.) These proportions are
about the same as they were in 1976.

By field, academic institutions in 1986 accounted for
between 60 percent and 80 percent of publications in all
fields except mathematics and engineering/technology.
(See appendix table 5-30.) In mathematics, academic

S2Patterns of U.S. international coauthorship are similar to those world-
wide. In 1986, U.S. researchers published most with foreign authors in
mathematics (19 percent of U.S.-authored mathematics papers),
earth/space sciences (16 percent), and physics (15.5 percent). (Data
provided by CHIL)

%Gee Ailes, Coward, Owens, et al. (1988) for a discussion of large-scale
research facilities in the U.S., Western Europe, and Japan. Examples are
Fermilab in the U.S. and Centre Européen pour la Recherche Nucléaire
(CERN) in Geneva for high-energy and particle physics; the Joint Euro-
pean Torus for atomic energy, and the European Molecular Biology
Laboratory.

% Appendix tables 5-27 and 5-28 appear to show inconsistent degrees
of international coauthorship. However, in appendix table 5-28, publica-
tions are counted at least twice, since they are counted for each author
country. Appendix table 5-27 uses actual numbers of publications.

¥See footnote 50.

Text table 5-5. Internationally coauthored articles for
selected countries: 1976 and 1986

1976 1986

. — Percent' —

WestGermany ............couvvinn. 9.7 20.9
United Kingdom ....... e 10.0 16.6
Canada .........ccoviiiiniiniininn 12.4 19.4
France ......cooovevnvennernnnnn. . 103 - 213
USSR ... .. 2.0 33
UnitedStates ............... PR 5.6 10.2
dJapan ... . 35 75

Tinternationally coauthored articles are expressed as a percentage of all
articles with at least one author from the country.
See figure O-17 in Overview and appendix table 5-28.
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institutions were responsible for a far higher share—over
90 percent of publications in 1986. In engineering / technol-
percent of publications in 1986. In engineering/technol-
ogy, they were responsible for 55 percent of publications;
this was a considerable increase over their 40-percent
share in 1976. (Over the same period, the industry share of
engineering/technology publications dropped from 39
percent to 26 percent.)

A trend of increasing cross-sector coauthorship suggests
there is increased research cooperation among U.S. em-
ployment sectors. (See appendix table 5-31.) For example,
between 1973 and 1986, industry showed a substantial
increase—f{rom 17 percent to 35 percent—in the propor-
tion of papers it coauthored with other sectors. The various
nonacademic sectors publish more frequently with the
academic sector than with each other. The proportions of
papers coauthored with universities has risen reasonably
steadily since 1973. (See figure 5-11.) By 1986, academic
researchers were coauthors on approximately 30 percent
to 50 percent of papers from each of the other sectors.

University-Industry Coauthorship. Trends in univer-
sity-industry coauthorship were analyzed to determine
whether this indicator was consistent with other evidence
of increased interaction between these two sectors. Over-
all, 28 percent of articles with at least one industry author
were coauthored with a university author in 1986, com-
pared with the 1976 figure of 15 percent. By field, the
percentage of industry articles coauthored with university
authors in 1986 ranged from a low of 18 percent in chem-
istry to approximately 40 percent in the three life sciences.
(See figure O-26 in Overview and appendix table 5-32.)

From the academic sector’s viewpoint, fewer than 4
percent of articles with one or more academic authors were
coauthored with industry authors in 1986. (The percentage
was even lower in 1976.) Universities coauthored more

with nonprofits (7.4 percent) and government (9.6 percent)
than with industry or FFRDCs in 1986.




Figure 5-11.
Proportion of U.S. S/E articles coauthored with U.S.
academic institutions, by sector: 1973-86
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Citation Analysis in the Scientific Literature®

Authors cite each other’s papers for many reasons, but
analysts generally assume that rates of citation provide
some measure of the quality, relevance, or interest—the
impact—of the cited papers.”” Analysts also use citation
data to provide information on how various science and
engineering fields and subfields may be related to each
other.

*This analysis uses a methodology designed to minimize the spurious
effects that occur because authors tend to cite their own country and
sector much more when citing recent papers than when citing papers
several years old. The cross-sector and cross-country citation analyses
employed here were performed using a 2-year-lag, 3-year rolling cycle.
This approach excludes cited papers from either the same year as the
citing paper or from the immediate prior year, but uses citations from the
previous 3 years. For example, if 1984 is the citing year, 1980-82 are the
cited years. While this approach allows analysis of temporal trends, it is
not useful for quickly detecting ““hot” research areas.

57Gee Cozzens (1989), Lederman (1987), and OTA (1986) for discussions
about what citation data mean. Cozzens divides citations into two broad
categories: citations that bolster the findings and conclusions of the citing
paper, and those whose purpose is to give credit to the work of previous
researchers.
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U.S. References to Foreign Countries. Approximately
29 percent of references® in U.S. science and engineering
papers are to foreign papers, a value that has persisted for
the past decade. (See text table 5-6 and appendix table
5-33.) However, some notable changes for specific fields
and countries have occurred. Over the 1977-86 period, U.S.
publications decreased the percentage of their references
to United Kingdom papers in all major fields. By contrast,
U.S. authors increasingly cited papers from France, West
Germany, and Japan. Although the share of Japanese ref-
erences in U.S. papers increased more than a percentage
point, Japanese papers still constitute a small share—
3.5 percent—of total references in U.S. papers.

In general, citation patterns for individual fields follow
those for all fields combined. Physics shows the greatest
change; in 1977, foreign physics papers constituted 31
percent of physics references in U.S. papers, a percentage
that had increased to 36 percent by 1986. Further analysis
of this change shows that U.S. papers increased the num-
ber of citations to foreign physics papers faster than they
increased the number of citations to U.S. physics papers.

Citation Patterns Between U.S. and Foreign Articles.
In all fields combined, U.S. articles tend to cite U.S. publi-
cations almost twice as often as expected and to cite non-
U.S. publications about half as often as expected, as es-
timated by relative citation ratios. (See appendix table
5-34.) In other words, U.S. articles tend to overcite U.S.
publications and to undercite non-U.S. publications.
Foreign researchers cite U.S. papers in all fields combined
exactly as frequently as predicted by the U.S. share of
world literature: the relative citation ratio is 1.0. The rela-
tive citation ratios were surprisingly constant between
1977 and 1986, indicating little change in the relative
amounts of attention that the citing authors devoted to the
various cited categories.

The level of citation of U.S. papers suggests that U.S.
researchers exert a substantial impact on foreign S/E pub-
lications. Since foreign papers for all fields combined cite
U.S. papers as frequently as statistically expected, and the
U.S. produces about 35 percent of the world S/E literature,

*The terms “citation” and “reference” are used interchangeably.

*Relative citation ratios (also called relative citation indexes) provide
information on the relative impact of the cited papers. A relative ci-
tation ratio—for example, for the U.S. citing of French chemistry pa-
pers—is calculated as follows:

Number of citations to French chemistry papers
in U.S. citing publications

Total number of chemistry citations
in U.S. citing publications

Total number of published chemistry papers from France

Total number of published chemistry papers in world

If the ratio is greater than 1, the U.S. is citing French chemistry papers
more than would be expected on statistical grounds. Essentially, the
relative citation ratio measures the extent to which cited papers are
getting more or less than their statistical share of attention as measured
by citations.

Relative citation ratios can be subtly misinterpreted. For example, the
smaller a country’s share of world publications in a field, the larger its
relative citation ratio can be, based purely on statistics.



Text table 5-6. Citations in U.S. papers to papers
from selected countries: 1977 and 1986

Year of citing
apers
Cited country 1977 1986
— Percent ——
UnitedStates .............covuinnn, 715 705
Allforeigncountries ................. 28.5 29.5
France ............covviiiiiin. 2.1 2.6
Japan ... 241 35
United Kingdom .................. 7.3 5.9
WestGermany ............cocvunn 2.8 34

Note: Cited papers are counted in a 2-year-lag, 3-year rolling cycle. For
example, citing papers published in 1986 provide data on cited papers
~ published in 1982-84.

See appendix table 5-33.
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approximately 35 percent of citations in foreign S/E pa-
pers must be to U.S. publications.

U.S. Cross-Sector Citations. The various U.S. employ-
ment sectors overcite their own S/E literature in the same
way that individual countries do;¥ they also usually un-
dercite papers from other sectors, albeit to varying ex-
tents.5! (See appendix table 5-35.) With few exceptions, this
overall pattern was generally stable between 1977 and
1986.%2

University papers dominate the references in U.S. pub-
lications. Because the academic sector produces 70 percent
of the U.S. S/E literature, this finding is not surprising. In
1986, more than half the citations to U.S. papers were to
the U.S. academic sector, except when industry was the
citing sector. However, even industry has cited more aca-
demic papers than industry papers since 1984. (See appen-
dix table 5-35.)

Citations in Engineering/Technology Papers. Asanin-
dicator of the role of basic research in the development of
technology, citations in engineering/technology journals
were examined. Engineering/technology papers primari-
ly cite their own field. In 1984, 67 percent of their references
were to other engineering/technology papers; 16 percent
of the references were to physics papers, and 9 percent to

$Unpublished data from Computer Horizons, Inc., show that indi-
vidual foreign countries overcite papers from their own country; this
effect is most severe for papers published nearest to the publication year
of the citing paper.

10nly papers with U.S. authors are counted as cited or citing papers
in this section. Both cited and citing papers are counted as appropriate
fractional papers when there are authors from more than one country or
more than one sector. See footnote 50 for an explanation of assignment of
fractional papers.

¢2Because of year-to-year variability in relative citation ratios, apparent
time trends should be interpreted cautiously.

chemistry papers. (See appendix table 5-36.) These propor-
tions have remained constant since 1976.

Further analysis focused on the distribution between
applied research and basic research of the cited physics
and chemistry papers and on the comparison of this cited
distribution of papers with the world distribution.®® (See
appendix table 5-36.) Of the 25 percent of citations in
engineering/technology papers to chemistry and physics
papers, about a third of the cited chemistry and physics
papers are in basic research journals and two-thirds in
applied research-targeted basic research journals. How-
ever, this citation distribution by type of research is the
reverse of the world distribution of papers in these two
fields. Thus, engineering/technology papers show some
attention to basic research in chemistry and physics, but
preferential attention to applied research-targeted basic
research in those fields.

Patents Awarded to Universities

University patenting has increased during the 1980s,%
due in part to the 1980 change in the U.S. patent law that
allows universities and small businesses to retain title to
inventions resulting from research funded by the Federal
Government. U.S. universities received 2.0 percent of pat-
ents awarded to U.S. inventors in 1988, more than double
their 0.9-percent share in 1978.

Patent Classes. Universities concentrate their patent-
ing in relatively few patent classes, many of which are in
biomedical areas. Of the 404 patent classes of the U.S.
Patent and Trademark Office, only 21 patent classes ac-
counted for more than half of the 7,798 patents awarded
to U.S. universities between 1971 and 1988. (See appendix
table 5-37.) In 1988, universities patented most prolifically
in four biomedical patent classes: these four classes repre-
sented 32 percent of university patents, compared with 5
percent of all patents awarded to U.S. inventors. (See text
table 5-7.)

Characteristics of the Highest Patenting U.S. Univer-
sities. Nine of the ten U.S. universities with the largest
numbers of patents in 1988 heavily patent in biomedical

®The analysis used a four-level categorization system for S/E journals,
developed by Computer Horizons, Inc. The categories ranged from the
most applied technology to the most basic science.

The world distribution of papers by research category and field was
provided by Computer Horizons, Inc., for 1973 to 1979. Because the
proportions were constant during those years and consistent with later
data, the 1973-79 distributions have been used.

#U.S. Patent and Trademark Office (1989).

%The minimum percentage of U.S.-invented university patents award-
ed to women was 1.8 percent in 1975, 2.5 percent in 1981, and 5.1 percent
in 1987. In this last year, at least 36 women from U.S. universities were
awarded patents. The percentage of total U.S.-invented patents awarded
to women was at least 1.6 percent in 1975 and 2.9 percent in 1987.

The percentages for women are minimum figures since gender-am-
biguous names could not be assigned. Because the number of uniden-
tified and gender-ambiguous names exceeds the number of identified
women, the percentage of women patent-holders could be considerably
higher than the minimum figures presented here. CHI provided these
unpublished data, based on the 100 top patenting universities in the
United States, which account for over 90 percent of university patents.
Gender was assigned based on names. .




Text table 5-7. Most active patent classes for academic sector patenting: 1988

Patents to Academic
academic Patents to U.S. share of
Patent class and name institutions inventors patents
Number —Percent—
Total, aliclasses ....................... 801 40,496 20
Total, these fourclasses ................. 257 2,156 11.9
435 Chemistry: molecular biclogy and
microbiology . ............ ... ... 91 441 20.6
514 Drug, bioaffecting and body treating
compositions ................... 80 823 9.7
12BSUrgery . ....ovviiiie e 47 901 5.2
424 Drug, bioaffecting and body treating
compositions ................... 39 432 9.0

See appendix table 5-37 and chapter 6.

areas, mirroring the pattern for all universities combined.%
(See appendix table 5-38.) The sole exception, Caltech, gets

“Numbers of patents in 1988 for the year’s top 10 patenting universities
are: MIT, 63; University of California, 59; Stanford University, 54; Univer-
sity of Minnesota, 26; Johns Hopkins University and the University of
Florida, 21 each; University of Wisconsin, 20; Caltech and the University
of Texas, 18 each; and Harvard University, 17.
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small numbers of patents in a great variety of patent
classes. These top 10 universities received 38 percent of the
patents awarded to universities in 1986-88, a dispropor-
tionately large share. This distribution pattern also occurs
with other indicators of university R&D; for example,
these 10 universities receive a relatively large share of
academic R&D funding. (See appendix table 5-6.) Further-
more, many of these top patenting universities also rank
in the top 10 in numbers of publications in various fields.

Various efforts have been made to quantify the role
that academic research plays in industrial development
of new products. In the first empirical attempt to es-
timate the economic return to society from this research,
Mansfield (forthcoming, 1990) found that industry de-
pends heavily on recent academic research. (See text
table 5-8.) A very rough estimate of the minimum an-
nual social rate of return from the academic research
discussed in this study was 28 percent.

Mansfield’s results were based on a probability sam-
ple study of 76 major American firms in 7 manufactur-
ing industries. Executives were asked about new
products and processes they had introduced between
1975 and 1985. They said that a substantial proportion
of these new products and processes depended on aca-
demic R&D, in that they either:

¢ Could not have been developed (without substan-
tial delay) in the absence of recent academic re-
search, or

® Were developed with very substantial aid from
recent academic research.

The drug industry showed the greatest dependence
on academic research, with 44 percent of its new
products depending on such research.

Dependence of Manufacturing Industries on
Academic Research

Text table 5-8. Percentage of new products and
processes based on recent academic research for
seven U.S. industries: 1975-85

Percentage whose
development depended
on recent academic
research’
Industry Products  Processes
Information processing .......... 28 27
Electrical ..................... 9 7
Chemical .................... 8 6
Instruments . .................. 21 3
Drugs ......oovviiiii, 44 37
Metals ....................... 22 21
Oil ....ovvivii i 2 2

"Percentage that sither could not have been developed (without substantial
delay) in the absence of recent academic research or that were developed
with very substantial aid from recent academic research.

SOURCE: Mansfield (forthcoming, 1990).
Science & Engineering Indicators—1989
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Chapter 6
Industrial R&D and Technology
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Industrial R&D and Technology

HIGHLIGHTS

* Expenditures for industrial research and development (R&D)
are growing, but this growth is beginning to slow. Total
industrial expenditures for R&D are estimated at $95.4
billion in 1989; this is 72 percent of all R&D expenditures
in the United States. From 1980 to 1985, the average
annual increase in industrial R&D performance was 6.3
percent in constant dollars. However, increases averag-
ing only 1.8 percent per year are estimated from 1985 to
1989. (See pp. 129-31.)

Private industry has funded more than one-half of all in-
dustrial R&D every year since 1968, and since 1979 has
funded about two-thirds of the total. From 1980 to 1985,
company funding increased by an average of 5.4-per-
cent per year in constant dollars. There was essentially
no growth from 1985 to 1986. From 1986 to 1989, es-
timates are that company funding went up by only 2.3
percent per year. (See pp. 129-31.)

The rate of increase of Federal funds for industrial R&D is
slowing after a period of rapid growth. From 1980 to 1985,
Federal funds for industrial R&D increased at a rate of
8.1 percent per year in constant dollars. The growth from
1985 to 1986 was less than 1 percent. From 1986 to 1989,
only a 2.1-percent annual increase is estimated. (See pp.
129-31.)

Between 1980 and 1986, R&D expenditures increased espe-
cially rapidly in high-tech manufacturing industries. The
growth rate was 5.8 percent per year in constant dollars.
In other manufacturing, growth was 4.4 percent per
year; in nonmanufacturing, it was 2.0 percent per year.
Growth was especially rapid in chemicals and allied
products and in electrical equipment. (See p.131.)

The Federal Government supports an especially high share of
industrial R&D in defense-related industries, such as aircraft
and missiles (74.5 percent Federal) and electrical equipment
(42 percent Federal). From 1980 to 1986, Federal support
grew especially rapidly—by 9.6 percent per year in con-
stant dollars—in the communication equipment indus-
try. In machinery, including computers, the growth of
Federal funding was 9.2 percent per year. These in-
dustries are also highly defense-related. (See p. 131.)

The number of U.S. patents granted to Americans has
reversed its decline and has been increasing since 1983. After
a decline averaging 2.1 percent per year from 1969 to
1983, in terms of date of patent application, there was a
5.4-percent per year increase from 1983 to 1988. How-
ever, foreign patenting increased by 9.1 percent per year
from 1983 to 1988. (See pp. 132-33.)

® The share of UL.S. patents granted to foreigners rose to 48
percent in 1988. The Japanese share was 21 percent, and
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is still growing rapidly; it was 10 percent in 1978. (See
pp- 132,135, 139.)

Japanese patenting in the United States emphasizes certain
specific technology fields that are commercially important,
such as photocopying, information storage and retrieval, pho-
tography, motor vehicles, and typewriting machines. Amer-
ican inventors give especially low emphasis to those
fields, but do emphasize chemical fields like biochem-
istry, petroleum, and pharmaceuticals. (See pp. 136-38.)

The share of U.S. patents going to U.S. nationals declined in
most broad industries from 1978 to 1988. The share granted
to Americans fell from 64 to 44 percent in office, com-
puting, and accounting machines (including com-
puters); and from 63 to 43 percent in motor vehicles. The
Japanese share has grown in all broad industries, par-
ticularly in office, computing, and accounting machines.
(See p. 139.)

Citations from LS. patents to earlier U.S. patents suggest
that the patents received by Japanese and U.S. corporations
are most frequently cited and therefore may be of especially
high quality. Patents granted to inventors from other
countries and those owned by U.S. individuals or the
U.S. Government are less frequently cited. (See pp. 139-
41.)

Small business establishments operating in high-technology
fields prospered substantially more than those operating in
other fields during 1980-86. Employment in small busi-
ness establishments operating in high-tech fields grew
at more than double the rate of small business estab-
lishments in the entire U.S. economy. Employment in
technology-related industries grew by 28 percent dur-
ing this period, while employment in all small busi-
nesses grew by 11 percent. (See pp. 142-43.)

Small high-tech establishments exhibited a stronger tendency
to leave the small business category through growth or mer-
gers than did small non-high-tech establishments. Also,
small high-tech manufacturing establishments were
more likely to grow or merge out of the small business
category than were small business establishments per-
forming high-technology services. Manufacturing busi-
nesses that operated in the communication equipment
and electronic components industries were most likely
to make the transition. (See p. 143.)

The pool of capital managed by venture capital firms grew
dramatically during 1978-87. Venture capital is an impor-
tant source of funds used in the formation and expan-
sion of small high-tech companies. In 1987, the pool of
capital was eight times as large as it was in 1978. Pension
funds were a growing source of new money committed
to venture capital firms. (See pp. 144-45.)




® Small businesses continue to play an important role in the
biotechnology industry, accounting for 95 percent of all firms
operating in the field during 1988. There are indications
that the industry’s rapid growth during the early 1980s
may be slowing down. Since 1985, there has been a

Figure 6-1.

steady decline in new biotech flrms During 1987, capltal
raised through initial public offerings for biotechnology
firms declined by 50 percent compared with that raised
during 1986. (See p. 145. )
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See appendix table 6-1.

Industry is, in many respects, the most important sector
in any analysis of science and technology (S&T). In the
United States, 72 percent of all research and development
(R&D) expenditures are for R&D performed in industry.
(See figure 6-1a.) Among other large industrialized
market-economy countries, West Germany has a similar
share of R&D performed by industry. Japan and the United
Kingdom have somewhat lower shares (66 or 67 percent),
while in France about 59 percent of national R&D expen-
diture is in industry. The share of R&D performed in
industry has actually increased in West Germany (since
the early 1970s) and in Japan (since the middie 1970s).

0
1970 '72 '74 76 '78 '80 '82 '84 '86 '88'89
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Private industry is the source of 48 percent of all funds
spent for R&D in the United States,! with the rest provided
by the Federal Government. Nearly all industry funding is
for R&D that will be performed in industry itself.2 Of the
other four countries shown on figure 6-1b, Japan and West

!This number actually includes funding from all non-Federal sources,
including state and local governments, but nearly all of this is in fact
private funding.

2About 1 percent is spent on university research, and almost 1 percent
onresearch in nonprofit institutions. For a discussion of industry support
for R&D in colleges and universities, see chapter 5.




Germany have a considerably larger share of their national
R&D funds coming from private sources than the United
States has. France and—until recently—Britain have less
of their R&D funded by industrial sources.® In all five
countries, the trend since the early 1970s seems to be for
increased shares of industrial support of R&D. In the
United States, however, the trend has reversed slightly,
with lower shares of private support since the peak year
in 1982. This is due primarily to the buildup of Federal
R&D for defense in the 1980s.

This chapter discusses private and Federal funding of
R&D in U.S. industry. Industrial R&D is the principal
source of technological developments that benefit the en-
tire economy. Some of these benefits are seen in the pro-
duction of new technical inventions. These are discussed
in terms of the patents granted to Americans and also to
foreign inventors. Another aspect of industrial technology
is the formation and growth of high-tech small companies;
these are the subject of the last section of this chapter. U.S.

3For France and Britain, the data shown include R&D funding provided
by public, as well as private, corporations. Thus, the level of private
funding for industrial R&D is lower than is shown on figure 6-1.

Figure 6-2.

industry’s experience in the international marketplace for
high-tech products is discussed in chapter 7. The employ-
ment of scientists and engineers in industry is treated in
chapter 3.

EXPENDITURES FOR RESEARCH AND
DEVELOPMENT IN U.S. INDUSTRY

Trends in constant-dollar funds spent on industrial
R&D are indicators of the level of R&D activity in U.S.
industry. Funds for industrial R&D come almost exclu-
sively from two sources: private industry itself and the
Federal Government.* Total current-dollar expenditures
for industrial R&D have increased markedly in the 1980s,
with $90.6 billion estimated for 1988 and $95.4 billion
estimated for 1989. (See figure 6-2.) This increase repre-

*Some companies perform independent research and development
(IR&D), i.e., in-house R&D intended to better prepare the companies to
bid on National Aeronautics and Space Administration or Department of
Defense projects. Some of these expenditures are later reimbursed by the
agency as overhead charges allocated to contracts. In this chapter, IR&D
expenditures are counted as company-funded R&D.

Expenditures for industrial R&D, by source of funds
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sents an 8.8-percent annual growth rate from 1980 to 1989
in current dollars. In constant-dollar terms, total R&D
funding in industry has risen every year from 1975 to 1989.
From 1980 to 1985, the growth rate was 6.3 percent per
year. This rate has slowed in recent years, however: it was
only 0.9 percent per year from 1985 to 1987. An increase of
only 2.9 percent is estimated from 1987 to 1988, and only
1.3 percent from 1988 to 1989.

Trends in Company and Federal Funding

The share of industrial R&D funding coming from the
companies themselves increased steadily from the early
1960s until 1980. (See figure 6-2 and appendix table 6-2.)
From 1980 until 1986, this trend was reversed as the mil-
itary buildup led the Federal contribution to increase more
rapidly than the private contribution. Since 1986, prelimi-
nary data and estimates suggest that the trend has begun
to return to the older pattern, with private financing in-
creasing a little more rapidly than Federal financing.

More specifically, from 1963 until 1980, private funding
for industrial R&D increased at an average rate of 4.6
percent per year (in constant dollars), while Federal sup-
port decreased by 1.8 percent per year. From 1980 to 1985,
company support continued its increase at a rate of 5.4
percent per year, but Federal support went up by 8.1
percent per year on average. From 1985 to 1986, there was
essentially zero growth in company-funded R&D, while
Federal funding went up less than 1 percent.

After 1986, the overall growth in funding seems to have
resumed, but at a slower rate than in the early 1980s. From
1986 to 1989, estimates are that company funding went up
by only 2.3 percent per year, while Federal funding went
up by 2.1 percent per year. Most of this Federal funding
increase was from 1986 to 1987; after that, estimates are for
sharply decreasing rates of Federal growth. As a result,
company funds were 42 percent of all industrial R&D
funding in 1963, 68 percent in 1980, 66 percent in 1986, and
an estimated 66 percent in 1989.

The very slight increase in Federal support in the last
few years is largely because of concern over the Federal
budget deficit. In the case of private industry, the relatively
low rate of increase of R&D funding has been attributed to
(D relatively small increases in sales and profits, (2) greater
emphasis on cost reduction programs, and (3) closer ties
between R&D and manufacturing operations, as well as
(4) the increase in corporate mergers.® Other analyses in-
dicate that mergers and acquisitions in expanding markets
are accompanied by increases in R&D; in declining mar-
kets, reductions of R&D are more likely to result.

R&D Expenditures in Individual Industries

Individual industries show very different trends in both
their R&D expenditures and in the sources of support of
those expenditures. It is helpful to divide industries into
three general groups: high-technology manufacturing,

5See NSF (1988a) and (1989).

other manufacturing, and nonmanufacturing.® (See figure
6-3.)

High-tech manufacturing industries accounted for 74
percent of industrial R&D expenditures in 1986, up from
72 percent in 1980. Other manufacturing industries ac-
counted for 23 percent. Nonmanufacturing (including ser-
vices) accounted for only 3 percent. However, innovation
in the service industries is sustained by R&D-based prod-
ucts introduced by manufacturing industries, as well as by
R&D within those industries themselves. From 1980 to
1986—a period of economic slowdown followed by re-
covery—total industrial R&D rose by an average of 5.3
percent per year in constant dollars. During this time, R&D
within the three industry groups increased as follows:

* High-tech manufacturing—b5.8 percent per year,
® Other manufacturing—4.4 percent per year, and

® Nonmanufacturing—2.0 percent per year.

Growth was especially rapid in the high-tech manufactur-
ing industries chemicals and allied products and electrical
equipment. (See appendix table 6-3.)

Certain industries receive especially large portions of
their R&D support from Federal sources. (See text table
6-1.) This is particularly true in aircraft and missiles and in
electrical equipment, which are of special military impor-
tance. For example, electronics are an increasingly impor-
tant component of air weapons systems. Nonmanufactur-
ing industries as a group also have a large share of their
R&D funding contributed by the Government. This is the
only group to show a clear increase in the Government’s
share of R&D funding since 1980.

While total Federal support for industrial R&D in-
creased at an average rate of 6.9 percent per year (in
constant dollars) from 1980 to 1986, the increase was much
more rapid in some industries. In particular, it was 9.6
percent per year in communication equipment, 9.2 percent
per year in machinery (including computers), and 7.7 per-
cent per year in all nonmanufacturing. (See appendix table
6-4.) On the other hand, Federal funding of chemical in-
dustry R&D declined by 10.8 percent per year.

Company funding for industrial R&D increased by 4.5
percent per year from 1980 to 1986 in constant dollars. (See
appendix table 6-5.) The fastest increases were in chemi-
cals and allied products (7.6 percent per year) and in
electrical equipment (6.4 percent per year).

Company funding in high-tech manufacturing indus-
tries went up 5.8 percent per year, while it went up 2.5

®A list of manufacturing industries in the two groups is shown in
appendix table 6-3, along with trends in R&D expenditures in each
industry. High-tech industries are identified in terms of the ratio of their
R&D expenditures to their net sales. The nonmanufacturing industry
group here comprises agriculture, forestry, and fishing; mining and
construction; transportation, communications, electric, gas, and sanitary
services; wholesale and retail trade; finance, insurance, and real estate;
computer and data processing services; research and development
laboratories and other miscellaneous business services; medical and den-
tal laboratories; and engineering, architectural, and surveying services.
Of course, only some of these report significant R&D expenditures. In the

. future, it will be possible to report R&D expenditures for some specific

nonmanufacturing industries. Throughout this chapter, the 1972 Stan-
dard Industrial Classification (SIC) is used.




Figure 6-3.

Research and development expenditures, by industry group
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See appendix table 6-3.

percent per year in non-high-tech manufacturing and ac-
tually declined 3.7 percent per year in nonmanufacturing.
This is a major departure from the trend in Federal fund-
ing. Federal support grew by 5.7 percent, 15.0 percent, and
7.7 percent per year, respectively.

From 1986 to 1988, quite different trends are estimated
for company funding. (See appendix table 6-5.) While
high-tech manufacturing industries are expected to have
maintained a growth rate of 5.0 percent per year in con-
stant-dollar R&D expenditures, a net decline is expected
in all other industries combined. Chemicals and allied
products and electrical equipment are not expected to
have maintained nearly the growth rates of recent years,
while machinery (including computers) is expected to
have had a very high growth rate of 12 percent per year.

PATENTED INVENTIONS

Industrial R&D produces many benefits for the per-
forming company. One of the main benefits is a stream of
new technical inventions that may in turn be embodied in
innovations—i.e., in new or improved products, proces-
ses, and services. As a measure of the success of U.S.
industry in producing new inventions, it would be de-
sirable to be able to count them and show their trend over
time. While there is no accepted method for counting
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inventions as such, the patents taken out for inventions can
provide an indicator of the rate of invention.”

Inventors and Owners of Inventions Patented in the
United States

Patents by Date of Grant—General Trends. The US.
Patent and Trademark Office issues patents to both U.S.
and foreign inventors. This discussion is limited to patents
actually granted, rather than to those only applied for; fur-
thermore, it deals only with patents granted by the U.S.
patent office. In 1988, U.S. inventors received 52 percent of
U.S. patents granted, while foreigners received the re-
maining 48 percent. (See figure 6-4 and appendix table

7Patenting indicators, while instructive and convenient, have some
well-known drawbacks. For one thing, many inventions are not patented.
Thisis duein part to laws in different states that provide for the protection
of industrial trade secrets. Different industries vary considerably in their
propensity to patent their inventions, so that itis notadvisable to compare
patenting rates across different technologies or industries. In addition,
there are various reasons for applying for patent protection, and the
inventions patented can vary considerably in quality. (One method of
dealing with the question of varying quality, based on patent citations, is
discussed later in this section.) These limitations should be kept in mind
when using patent counts to represent levels of invention. Nevertheless,
patents provide a unique source of information on this subject.



Text table 6-1. Share of R&D funding provided by the Federal Government in
selected industries: 1980-86

1986
Industry 1980 1983 1984 1985 (prel.)
——— Percent
Jotal ..o s e, 315 32.4 324 34.3 345
Chemicals and allied products (SIC28) . ...............c..n. 8.0 6.1 29 34 27
Industrial chemicals (SIC 281-2,286) ................... 15.5 12.9 6.3 7.2 6.1
Drugs and medicines (SIC283) .............. ..ot NA . NA NA 0.1 NA

Petroleum refining (SIC29) ...t
Rubber products (SIC30) ........covvmveeinn....
Primarymetals (SIC33) ......... .ot

Ferrous metals and products (SIC 331-2, 3398-99)

Nonferrous metals and products (SIC 333-36) ......
Fabricated metal products (SIC34) .................
Machinery (including computers) (SIC35) ............
Electrical equipment (SIC36) .....................

Radio and TV receiving equipment (SIC 365) .......

Communication equipment (SIC 366) .............

Electronic components (SIC367) ................ :

Other electrical equipment (SIC 361-64, 369) .......
Transportation equipment (SIC37) .................

Motor vehicles and motor vehicle equipment (SIC 371)

Aircraft and missiles (SIC 372,376) . ..............
Professional and scientific instruments (SIC38) .......

Scientific and mechanical measuring instruments (SIC

T ) D

9.7 NA NA NA NA
NA NA NA NA 27.9

...... 18.5 35.2 NA NA NA
...... 23.7 NA NA NA NA
...... 10.5 NA 9.0 9.6 75
...... 8.9 10.3 8.5 6.7 125

...... 11.0 13.5 12.6 14.2 13.6

40.8 37.9 38.1 41.2 42.0
37.8 NA NA NA NA

...... 41.2 36.2 374 40.8 42.5

24.7 17.6 18.6 18.7 18.7
49.0 NA NA NA NA

...... NA NA NA 58.2 56.3

13.2 10.6 11.14 NA NA
72.1 75.1 76.3 76.6 74.5

...... 18.9 14.4 13.6 14.8 15.6

25.9 ‘NA NA NA NA

Optical, surgical, photographic, and other instruments (SIC

BB3-87) i
Nonmanufacturing industries ......................

...... 13.3 NA NA NA NA

429 46.7 47.0 52.5 59.5

NA = Not available.
See appendix tables 6-3, 6-4, and 6-5.

6-6.) This is the highest share of U.S. patents that foreigners
have ever received.®

The peak year for patents granted to Americans was
19717 Patenting declined from that year to 1982 and
1983—i.e., shortly after the 1980-81 recession—and has
been increasing fairly rapidly since that time.° By 1987,
U.S. patenting had again reached the level of the mid-
1970s, having increased by 7.3 percent per year from the
1983 low. Foreign patenting in the United States was also
experiencing a slight dip in 1983. From 1983 to 1987, it rose
atarate nearly twice that of U.S. domestic patenting—13.2
percent per year.!

8A few of these foreign inventors actually work for U.S. concerns. In
1988, 6 percent of the patents granted to foreigners had U.S. corporations
registered as their owners. In 1978, this proportion was 8 percent.

This is the peak year for patents classified by date of grant. Granted
patents can also be classified by date of application, as discussed in the
section “Granted Patents by Date of Application,” p. 136.

°Thereis a dip in the number of patents granted toall countries in 1979.
This is because the patent office budget was insufficient to print all the
patents approved in that year.

"Both U.S. and foreign patenting declined from 1987 to 1988. This is
one of many oscillations that appear in patenting data by year of patent
grant. It reflects the especially low number of patents that were awarded
in 1986 because of budget restrictions at the patent office. This in turn led
to a carryover of patents into 1987, and, consequently, an unusually high
number of patent grants in that year. The discussion of “Granted Patents
by Date of Application” (p. 136) shows that there was no real decline in
U.S. and foreign patenting activity from 1987 to 1988.
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Interpretations of Trends.

These trends are open to
various interpretations.

* If a country’s domestic patenting is taken as an in-
dicator of its production of inventions, then the
production of inventions in the United States declined
in the 1970s and has been increasing since 1983.12 In
this view, increases in patenting in the United States
by foreign countries may be attributed to the desire to
exploit the U.S. market, and not to any increase in
inventions by those countries.

¢ On the other hand, patenting by foreign countries in
a large country like the United States may be con-
sidered an indicator of the levels of invention in those
foreign countries. Under this assumption, the rapid
increase of foreign patents in the United States since
1983 suggests a rapid increase in foreign levels of
invention.”®

?Many other industrialized countries, excluding Japan, had similar
declines in domestic patenting.

BThese two interpretations are illustrated by Schiffel and Kitti (1978)
and by Pavitt (1985). Data from the European Patent Office show that the
Japanese share of patents rose from 7.5 percent to 13.0 percent in the short
interval from 1983 to 1985. The share of patents granted to Americans
remained virtually constant at 22.7 percent. In the same interval, the
number of patents granted by the Japanese patent office to Americans and
to citizens of the contracting states of the Furopean Patent Office was




Figure 6-4.

U.S. patents granted, by nationality of inventor
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See appendix table 6-6.

It is possible, of course, that some foreign countries (e.g.,
Japan) may have both an increasing number of inventions
and a growing interest in patenting in the United States.
Further, the costs of acquiring a U.S. patent are often
higher for a foreign filer than for an American. Thus,

nearly identical: both lost a small part of their share, dropping from about
8.2to 7.3 percent. See U.S. Patent and Trademark Office (1985a), pp. 3and
41. Thus, Japanese inventors are the only group of the three to show an
increasing share of patents in all three patent offices.
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foreign patents may represent a more selective set of in-
ventions—for example, those owned by multinational cor-
porations and aimed at U.S. markets as part ofacompany’s
global strategy. Such patenting is especially responsive to
economic and market influences. The increase in foreign
patenting in the United States is thus part of the general
internationalization of the U.S. economy. In any case, one
consequence of the trends discussed here is that more and
more of the new technologies available for commercial
exploitation in the United States are owned and controlled
by foreign corporations.




Recent research has emphasized also that the trends in
the numbers of patents are not necessarily the same as the
trends in their quality. For example, while the number of
patents in the United Kingdom, France, and West Ger-
many began to decline in the mid- or late 1960s, the aver-
age quality of the patents increased, with the result that the
total value of patent rights actually increased.™* This is
related to the finding that a small portion of all patents has
most of the total value. Further research is extending these
results to more countries and various fields of technology.

Patents Granted to Americans, by Sector. Patents
granted to American inventors can be further analyzed
according to who owns them. Inventors who work for
private companies or for the Government commonly as-
sign ownership of their patents to their employer; self-
employed inventors usually retain ownership of their pat-
ents. The owner’s sector is thus a good indication of the
sector in which the inventive work was done. In 1988, 72
percent of patents granted to Americans were owned by
U.S. corporations.’® This percentage has varied within a
narrow range, i.e., from 74 in 1970 to 70 in 1980. Thus,

Schankerman and Pakes (1986).

5About 2 percent of patents granted to Americans in 1988 were owned
by U.S. universities and colleges. These are counted by the patent office
as patents owned by corporations. For further discussion of academic
patenting, see chapter 5.

trends in U.S. patenting are largely trends in patenting by
corporations. U.S. individuals are the next largest group of
owners of patents granted to Americans, and their share
has increased somewhat over the past two decades. It
began at a relatively low level in 1970 (21 percent), rose to
27 percent in 1980, and was 25 percent in 1988. The Gov-
ernment’s share of patents has varied from a high of 4
percentin 1976 toalow of 2 percent in 1988." Finally, about
1 percent of patents granted to American inventors are
owned by foreign corporations or governments.

Patents Granted to Foreign Inventors, by Country.
Foreign patenting is highly concentrated in terms of coun-
try of origin. (See figure 6-5.) Since 1975, Japan has received
more patents than any other foreign country. Japanese
inventors have steadily increased their share, receiving 21
percent of all U.S. patents in 1988. West Germany follows
with 9 percent, while France and the United Kingdom are
next with 3 percent each. Japanese patenting has had
especially high growth; it has nearly doubled since 1983,
for an annual growth rate of 12.9 percent. In the same

"[n addition to patents, the patent office sometimes awards Statutory
Invention Registrations (SIRs), which are publications that are not or-
dinarily subject to examination and cost less to obtain than patents. They
give the holder the right to use the invention and prevent others from
patenting it, but do not keep others from selling or using the invention.
Government inventors get the majority of SIRs. In 1988, they were
awarded 728 patents and 114 SIRs.

(Thousands) By date of grant

20

{:Jl.gsu.r:agesﬁts granted to foreign inventors, by nationality of inventor
(Thousands) By date of application’ Japan
West Germany
United Kingdom
—Fran-c—e-
Other countries

'Estimates are shown for 1981 to 1988 for patents by date of application.
See appendix table 6-6. '
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1983-88 period, other countries’ patenting has grown as
follows:

® West Germany, 6.1 percent per year;
® France, 7.0 percent per year;

® United Kingdom, 6.0 percent per year; and (for com-
parison)

® The U.S., 4.3 percent per year.

Granted Patents by Date of Application. Patent data
in terms of the year in which the patent was granted show
considerable oscillation from year to year. (See figures 6-4
and 6-5.) Much of this is due to fluctuations in the rate at
which the patent office processes applications, rather than
to any fluctuation in the filing of applications by inventors.
To remove the effect of fluctuations in processing rates,
granted patents can be allocated to the years in which they
were applied for. The application date is roughly 2 or 3
years before the year of grant, and is closer to the time at
which the invention actually took place.

By year of application, patenting data show much
smoother trends. (See figures 6-4 and 6-5.)'7 In these terms,
from the batch of applications filed in 1988, 48 percent of
the U.S. patents that will be granted will go to foreign
inventors. Japan will receive 22 percent, the West German
share will drop to 8 percent, and France and the UK.
will—again—have 3 percent each.

In terms of application date, patents granted to U.S.
inventors decreased fairly regularly from 1969 to 1983 at
an annual average rate of 2.1 percent. They have increased
steadily since the low point in 1983'8 at an average rate of
5.4 percent per year. From 1987 to 1988 alone, they rose by
10 percent, and have again reached the level of the early
1970s.

Japanese patenting has grown by 12.5 percent per year
over this period, with a 16-percent increase from 1987 to
1988. Since 1970, annual Japanese patenting in the United
States has increased by a factor of 4.4. West Germany’s
patenting in the United States has increased by 5.7 percent
per year from 1983 to 1988, in terms of application date.
For France, the increase was 6.7 percent per year, while for
the United Kingdom it was 3.9 percent per year. Overall,
France has had a substantial increase in its U.S. patenting
since 1970, and has overtaken the United Kingdom. (See
appendix table 6-6.) These results show that Japan is main-
taining the fastest growing rate of filing applications in the

’Since many of the patent applications filed in recent years have not
yet been examined by the patent office, it is not known how many of these
will ultimately become granted patents. The expected number of granted
patents for recent application years can be estimated by multiplying the
total number of applications for any year by the recent success rate. Such
estimates are used for patenting rates by date of application throughout
this chapter.

'8The data series for patent grants by date of application shows a dip
in 1983 for many countries. In fact, the number of applications from many
countries was especially high in 1982 and correspondingly low in 1983.
This is largely because a new schedule of higher fees was introduced in
late 1982, leading to an acceleration of filings in 1982 and fewer in 1983.
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U.S. patent office,”® and will continue in the immediate
future to increase its share of patents.

Patent Fields Favored by Inventors From
Different Countries

Patent counts give an idea of the amount of inventive
activity and output by different countries, but it is also
important to know how an individual country’s patents
are distributed among specific technical areas. A large num-
ber of patents held by a given country is more meaningful
if those patents are in important fields of technology. The
best classification system to use in looking at individual
fields of patenting is the one that divides patents into the
narrowest and most specific classes. This is the U.S. Patent
and Trademark Office’s own classification system, which
contains approximately 370 active classes pertaining to
inventions. The patents received by U.S. and foreign in-
ventors in recent years can be compared in terms of these
classes.?

Comparison of Fields Favored by U.S. and Japanese
Inventors. Because of the special interest of U.S.-
Japanese comparisons, text tables 6-2 and 6-3 show the
areas of greatest and least concentration by American and
Japanese inventors patenting in the United States. More
extensive data are given in appendix tables 6-7 and 6-8.
Comparable data on West German, French, and British
patenting in the United States are given in appendix tables
6-9, 6-10, and 6-11. Together, these five countries account
for 89 percent of all patents granted in the United States.

To some extent, there is an inverse relationship between
U.S. and Japanese patenting. (See text tables 6-2 and 6-3.)%

PJapanese applications also lead to grants more often than do applica-
tions from any of the other countries discussed here. For example, an
estimated 68.3 percent of the patent applications filed by Japanese inven-
tors in 1985 will lead to patent grants. The percentages for other countries
are France, 66.7 percent; West Germany, 65.9 percent; and United States,
59.5 percent.

2 An earlier report comparing the fields emphasized by U.S. and Jap-
anese inventors in their U.S. patents is Narin and Olivastro (1986). See
also Narin and Frame (1989).

'The listing is limited to the 130 patent classes that received at least 200
patents, from all countries, in 1988. Thus small fields are not considered.
The fields are ordered in terms of the “activity index,” which reflects a
country’s share of the patents granted in a field in 1988. The listings thus
show the fields in which a country has high or low shares of the patents,
rather than the fields in which it simply has high or low absolute numbers
of patents. Note that ““emphasis,” as shown on these tables, is a relative
term. For example, U.S. inventors “‘emphasize” certain fields only by
comparison with foreign inventors, not by themselves.

ZSince the United States is the host country, patents granted to Amer-
icaninventors have some special characteristics. In particular, most of the
inventors who patent in the U.S. patent office but have no corporate or
government affiliation are Americans. Unaffiliated foreign inventors are
not likely to apply for American patents because of the difficulty and cost,
and because they have little interest in patent protection in the United
States. As a result, the data on patenting by Americans reflect a relatively
large share of patenting by unaffiliated individuals and a relatively small
share of corporate-affiliated patenting. (For example, 73 percent of U.S.
patents granted to Americans goto inventors affiliated with corporations,
while 96 percent of U.S. patents going to Japanese inventors are owned
by corporations.) Unaffiliated individuals tend to patent in fields of little
interest to industry, such as fishing, trapping, and vermin destroying, or




Text table 6-2. Patent classes most and least emphasized by U.S. corporations patenting in the United States: 1988

Most emphasized classes

Least emphasized classes

Mineral oils: processes and products

Wells

Chemistry: analytical and immunological testing

Chemistry: molecular biology and microbiology

Catalyst, solid sorbent, or support therefor, product or

process of making

Error detection/correction and fault detection/recovery

Semiconductor device manufacturing: process

Part of the class 520 series—synthetic resins or natural

rubbers

9. Glass manufacturing

10. Electrical connectors

11. Amplifiers

12. Pulse or digital communications

13. Multiplex communications

14. Surgery

15. Electrical computers and data processing systems

16. Part of the class 520 series—synthetic resins or natural
rubbers

17. Drug, bioaffecting and body treating compositions

18. Food or edible material: processes, compositions, and
products

19. Part of the class 520 series—synthetic resins or natural
rubbers

20. Compositions
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Fishing, trapping, and vermin destroying

Motor vehicles

Amusement devices, games

Dynamic information storage or retrieval
Photography

Internal combustion engines

Land vehicles

Ships

Amusement and exercising devices

Dynamic magnetic information storage or retrieval
. Typewriting machines

. Winding and reeling

Machine elements and mechanisms

Geometrical instruments

Photocopying

Tools

Chairs and seats

Dentistry

Radiation imagery chemistry—process, composition, or
product

. Plastic article or earthenware shaping or treating: apparatus
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Note: Listing is limited to U.S. patent office classes that received at least 200 patents, from all countries, in 1988. Classes are listed in terms of the share of patents
in each class that are awarded to U.S. inventors and owned by U.S. corporations, beginning with the class in which U.S. corporations have the greatest, or smallest,

share.
See appendix table 6-7.

For example, the Japanese get much more than their share
of patents in such technically and commercially important
technologies as photocopying, dynamic information stor-
age and retrieval, dynamic magnetic information storage
and retrieval, photography, radiation imagery chemistry,
typewriting machines, motor vehicles, internal combus-
tion engines, and machine elements and mechanisms. All
of these are on the list of technologies in which American
corporate inventors get much less than their share; this fact
is clearly related to the Japanese penetration of U.S. mar-
kets in many of these areas.

The inverse relationship between Japanese and U.S. cor-
porate patenting can be partly explained by the fact that in
some fields the Japanese get such a large share of the
patents that little is left for U.S. corporations and they must
necessarily get a small share. Thus, it is important to ask
whether there is further evidence that U.S. corporations
are weak in these fields. For example, if Japanese patents

amusement devices.

Therefore, to put the United States on the same basis as the other
countries, text table 6-2 eliminates the patents owned by unaffiliated
individuals and shows only patents granted to U.S. inventors affiliated
with U.S. corporations.

Science & Engineering Indicators—1989

were eliminated, would U.S. corporations still get low
numbers of patents in these areas?

In photocopying, radiation imagery chemistry, and dy-
namic magnetic information storage and retrieval—all of
which are on the list of fields with high Japanese emphasis
and low U.S. corporate emphasis—U.S. corporations get
more than their share of the non-Japanese patents.” Thus,
the U.S. corporations show some strength in these areas,
though the Japanese show more. On the other hand, in
motor vehicles, internal combustion engines, and machine
elements and mechanisms (which are also on this list), U.S.
corporations did not receive their share of the non-Jap-
anese patents.? These would appear to be definite areas of
weakness for U.S. corporations. In dynamic information
storage and retrieval, photography, and typewriting ma-
chines, U.S. corporations received about their share of
non-Japanese patents. In these three fields, U.S. corpora-

BIn 1988, U.S. corporations received 48 percent of all non-Japanese
patents. But they received 76 percent of non-Japanese patents in pho-
tocopying, 61 percent of those in radiation imagery chemistry, and 60
percent of those in dynamic magnetic information storage and retrieval.

%n 1988, U.S. corporations received 26 percent of the non-Japanese
patents in motor vehicles, 33 percent of those in internal combustion
engines, and 40 percent of those in machine elements and mechanisms.




Text table 6-3. Patent classes most and least emphasized by Japanese inventors patenting
in the United States: 1988

Most emphasized classes

Photocopying
Dynamic information storage or retrieval
Dynamic magnetic information storage or retrieval
Photography
Radiation imagery chemistry—process, composition, or
product
6. Recorders
7. Typewriting machines

8. Static information storage and retrieval

9. Pictorial communication; television
10. Motor vehicles
11. Internal combustion engines
12. Active solid-state devices, e.g., transistors, solid-state diodes
13. Machine elements and mechanisms
14. Clutches and power-stop control
15
16
17
18
19
20
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. Electricity, motive power systems
Electrical generator or motor structure

. Registers

. Optics, systems and elements

. Stock material or miscellaneous articles
. Metal treatment

Least emphasized classes

Aeronautics

Wells

Ammunition and explosives

Prothesis (i.e., artificial body members), parts thereof or aids
and accessories therefor

Bottles and jars

Amusement and exercising devices
Fishing, trapping, and vermin destroying
Static structures, e.g., buildings

Surgery

Beds

Geometrical instruments

Tools

Hydraulic and earth engineering

Stoves and furnaces

Mineral oils: processes and products
Cleaning and liquid contact with solids
Special receptacle or package

Induced nuclear reaction, systems and elements
Receptacles

Dispensing

L~
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11.
12.
13.
14.
15.
16.
17.
18.
19.
20.

Note: Listing is limited to U.S. patent office classes that received at least 200 patents, from all countries, in 1988. Classes are listed in terms of the share of patents
going to Japanese inventors, beginning with the class most, or least, emphasized.

See appendix table 6-8.

tions are at a disadvantage with respect to the Japanese,
but not with respect to other foreign patenters.

While Japanese patenting in the United States empha-
sizes such areas as electronics, photography and photo-
copying, and motor vehicles, U.S. corporations emphasize
patenting in chemical areas, including biochemistry, pe-
troleum, and pharmaceuticals. (See text table 6-2 and ap-
pendix table 6-7.) Other areas of emphasis are communica-
tions and semiconductor manufacture. Wells and mineral
oils—fields highly emphasized by Americans—are among
those areas in which the Japanese patent the least, perhaps
because of the lack of domestic oil production in Japan.

Over the 10-year period from 1978 to 1988, U.S. corpora-
tions have substantially increased their emph